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Abstract

The success of experiences such as Seattle and Houston Wireless has attracted the attention on the so called wireless

mesh community networks. These are wireless multihop networks spontaneously deployed by users willing to share com-
munication resources. Due to the community spirit characterizing such networks, it is likely that users will be willing to
share other resources besides communication resources, such as data, images, music, movies, disk quotas for distributed
backup, and so on. To support resource exchange in these wireless mesh community networks, algorithms for efficient
retrieval of information are required. In this paper we introduce Georoy, an algorithm for the efficient retrieval of the infor-
mation on resource location based on the Viceroy peer-to-peer algorithm. Differently from Viceroy, Georoy exploits the
capability of setting and managing a direct mapping between the resource ID and the node which maintains information
about its location so as to speed up the search process. Simulation results show that Georoy enables efficient and scalable
search of resources and can be successfully used in wireless mesh community networks.
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1. Introduction

Wireless mesh networks are a promising area for
the deployment of new wireless communication
and networking technologies [4,5].

One of the possible application scenarios for
wireless mesh networks is the realization of wireless

community networks, which are becoming increas-
ingly popular since the advent of cheap wireless
technologies such as IEEE 802.11.
.
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Given the community spirit of such networks, it is
expected that users will be willing to share also non-
communication resources, such as data, images,
music, movies, disk quotas for distributed backup,
etc. It is therefore likely that peer-to-peer applica-
tions will play a fundamental role in enriching the
services offered by community networks.

In this paper we consider one of the major prob-
lems to be solved in peer-to-peer applications, i.e.,
efficiently finding the resources currently available
in the network, in the context of wireless mesh com-
munity networks. To address this problem, we pro-
pose a methodology for resource search in the
network which exploits the feature of appropriately
mapping the resource ID to the location of the node
in the network which possesses information about
the location of this resource. This feature can be
exploited for performing geographic forwarding of
requests and, thus, speed up traditional distributed
hash table (DHT) algorithms. Our algorithm,
denoted as Georoy, is a location-aware enhancement
to Viceroy proposed in [12]. To the best of our
knowledge, Viceroy is the only DHT algorithm pro-
posed in the literature which provably ensures a
good balance of the load generated by search
requests among the peers composing the network.
Since load balancing is essential to guarantee ade-
quate performances in wireless mesh networks, we
believe Viceroy is a good starting point for imple-
menting efficient and scalable resource sharing in
this scenario.

The emphasis in our design is on scalability, since
we believe this will be a fundamental property of
any solution tailored to wireless community net-
works. In fact, the coverage area of community net-
works is expected to increase up to an entire city
area, and we envision that the number of nodes
composing the network will grow as well, up to hun-
dreds or even thousands of nodes.

In the following sections we describe the Georoy
algorithm and we formally prove that the set of log-
ical links created by Georoy efficiently exploits the
underlying physical wireless network. Finally, we
verify through simulation that the search efficiency
of Georoy (i.e., the average number of network-
layer messages generated to satisfy a resource
request) is as much as seven times better than that
achieved by Viceroy, and that it can be successfully
used to perform efficient and scalable resource local-
ization in wireless mesh community networks.

The rest of this paper is organized as follows. In
Section 2, we present related work, and we highlight
the original contributions of our paper. In Section 3
we present the Georoy algorithm. In Section 4, we
describe the mobility management procedures for
integrating Georoy into a realistic system, and in
Section 5 we present a simulation-based perfor-
mance evaluation of our peer-to-peer resource shar-
ing platform. Finally, Section 6 concludes the paper
and discusses future research directions.

2. Related work and basic idea

The problem of enabling efficient peer-to-peer
(P2P) resource sharing has been widely studied in
the literature, following the success of the Napster
file sharing application [13]. Indeed Napster cannot
be considered as a pure P2P approach, since the
index of the files available in the network is main-
tained by a centralized server: when a new peer joins
the network, it provides the catalog of the files it will
to share to the centralized server, which handles also
all the search requests issued by peers. Since the use
of a centralized server creates a bottleneck (and
unique point of failure) in the system, several later
proposals adopted a distributed approach to solve
the P2P resource sharing problem.

Gnutella v0.4 [1] is an example of flat, unstruc-
tured P2P network with no directory service: when
a new peer joins Gnutella, it establishes a number
of virtual links to other peers in the network accord-
ing to a certain rule, thus forming an overlay net-
work. When a peer receives (or issues) a search
request, it first checks whether the request can be
satisfied locally, otherwise it forwards the request
to its neighbors in the overlay. The request is
flooded in the network until its time to live (TTL)
expires. Thanks to its fully distributed nature,
Gnutella v0.4 displays better robustness than Nap-
ster, but the use of (limited) request flooding causes
a considerable message overhead and reduces the
accuracy of the search process.

In order to maintain the search efficiency pro-
vided by a directory service while not sacrificing
robustness and scalability, a number of P2P
approaches based on a hierarchical organization
of peers have been proposed: network members
are divided into a large number of peers that pro-
vide content (called leaf peers LPs), and into a smal-
ler number of peers that implement local directory
services and route search requests (called super peers

SPs). In hierarchical P2P networks, each super peer
provides a centralized directory service to a subset
of the leaf peers. Leaf peers are connected to one



1 Similar concepts have been used also in traditional, Internet-
based P2P designs. For instance, the approach presented in [16]
builds the overlay by choosing neighbors depending on the link
latency.

2 The authors implement Gnutella v0.6, but they consider only
super peers. So, their approach can be straightforwardly applied
also to Gnutella v0.4.
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or more super peers, to which they provide their cat-
alog of shared resources. Super peers are intercon-
nected by a number of virtual links, thus forming
an overlay network at the super peer level. Search
requests originate at leaf peers and are handled by
super peers: a leaf peer sends its request to the super
peer(s) to which it is connected to; if it cannot be
satisfied locally, the request is flooded in the super
peer overlay network until its TTL (Time To Live)
expires. Examples of hierarchical P2P networks
are Gnutella v0.6 [2] and KaZaA [3].

In the above described P2P approaches the
virtual overlay network used for searching the avail-
able resources within the network is unstructured. A
number of recent proposals is aimed at improving
search accuracy and efficiency by imposing a certain
desirable structure to the overlay network. This is
the case of approaches based on the Distributed
Hash Table (DHT) abstraction: a key is assigned
to each resource available in the network (e.g., by
hashing the resource name), and a node ID is asso-
ciated with each peer (e.g., the IP address). A certain
range of keys is assigned to each peer in the system,
which is responsible for answering the queries in the
range. Based on its ID, a peer establishes a limited
number of virtual links with other peers in the net-
work, forming a highly structured virtual overlay
network. The search process can be seen as search-
ing a key in a (distributed) hash table, and is per-
formed by comparing the queried key with the
node ID: if the key belongs to the range managed
by the node, then the query is answered and
returned to the originating peer, otherwise it is for-
warded to a specific neighbor in the overlay, which
is chosen depending on the key value. DHT
approaches differ on the structure imposed to the
virtual overlay and on the mechanism used to route
search requests in the overlay. For instance, CAN
[15] routes along a hypercube, Chord [21] routes
along a ring, Viceroy [12] is based on a butterfly net-
work, Tapestry [8] uses a tree, and Koorde a DeB-
ruijn graph [9]. The interesting feature of DHT
approaches is that queries can be correctly answered
by traversing a limited number of links in the virtual
overlay network (typically, O(logn) links, where n is
the number of peers in the system). On the other
hand, preserving this nice feature in presence of fre-
quent peer join/leaves (as it is typically the case in
P2P applications) is very challenging.

Typically, P2P systems are designed and opti-
mized for use in wired networks (e.g., the Internet).
A few recent works have considered the problem of
designing and/or extending existing systems to work
efficiently on wireless ad hoc networks. In these net-
works, many additional challenges must be faced
when designing P2P applications. The main ones
are related to the lack of a wired infrastructure,
the unreliability of the wireless channel, and the
node mobility. It has been observed that, in order
to tackle these challenges, it is fundamental to care-
fully build the overlay network between the peers so
that it closely matches the underlying physical net-
work. In other words, it is desirable that a peer
chooses as neighbors in the overlay, nodes that are
not too far in the physical network.1 This can be
accomplished by using cross-layering, where the
network layer and the P2P application exchange
information in order to optimize system perfor-
mance. An example of this approach is presented
in [6], where Conti et al. present a cross-layer opti-
mization of Gnutella.2 Another approach is the
ORION system proposed in [10], where overlay
connections (which closely match the underlying
network topology) are built on-demand and main-
tained only as long as necessary. Other work related
to ours can be found in [7,14,17,19].

It should be observed that, although a careful
construction of the overlay helps increasing the effi-
ciency of P2P systems for wireless ad hoc networks,
the combination of node mobility, lack of infra-
structure and unreliable wireless links renders the
current proposals unsuitable for application in large
ad hoc networks. Typically, it is assumed that a P2P
network is formed by a few tenths of nodes (see
[6,10,14]). Hence, the design of a scalable P2P sys-
tem for wireless ad hoc networks is still an open
problem.

The DHT algorithm proposed in this paper is a
variation of the Viceroy algorithm proposed in
[12] based on the use of geographic information.
For this reason, we call our algorithm Georoy.
Another major difference between Viceroy and Geo-
roy is that the former implements a flat peer-to-peer
network (i.e., peer nodes both provide content –
resources – to the network and implement a distrib-
uted catalog for indexing), while the latter is based
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Fig. 1. Viceroy’s mapping of peer IDs and resource keys in the
unit ring. Peer p manages all the resource keys in range(p).
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on a two-tier architecture: lower tier nodes (leaf
peers) provide content, and upper tier nodes (super
peers) implement a distributed catalog of available
resources. In our context, leaf peers are mobile
users, which make they resources available to the
community, and super peers are the wireless routers
(also called wireless community nodes in the follow-
ing) composing the infrastructure of the wireless
community mesh. The use of a DHT at the super
peer level allows us to implement a very efficient
indexing of the available resources: every super peer
maintains virtual links only to a constant number of
neighbors (at most 7, independently of the system
size), and queries about resource localization can
be correctly answered by traversing at most O(log n)
links in the virtual overlay at the super peer level,
where n is the number of super peers in the network.
Furthermore, our design inherits from Viceroy
important properties such as load balancing in the
overlay network, and efficient maintenance of the
distributed indexing mechanism in presence of super
peer and leaf peer join/leaves.

Another major contribution of this paper is a
theoretical analysis of the stretch factor of the over-
lay network built by Georoy. Informally speaking,
the stretch factor measures how close a virtual over-
lay is to the topology of the underlying network (see
Section 3.3 for a formal definition): the lower the
stretch factor, the closer the virtual overlay to the
physical underlying network. Under the assumption
that super peers are distributed uniformly at ran-
dom in a square region, we formally prove that
the stretch factor of our system is at most
Oð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n log n

p
Þ, showing that the virtual overlay clo-

sely matches the underlying network topology. Up
to straightforward modifications, our bound on
the stretch factor can be applied to any DHT
approach which maps keys in the [0,1] interval, such
as Chord [21] and Koorde [9]. We observe that
proving similar properties in traditional, Internet-
based P2P systems is very difficult, since little is
known about the actual topology of the Internet.
Also, no similar bound has been so far proved for
wireless ad hoc or sensor networks.
3 The butterfly network on n nodes is a multi stage network
with logn stages, where a node at stage i is connected with a
limited number of nodes at stages i � 1 and i + 1. For a
description of the butterfly network, see [20].
3. The proposed location-aware DHT algorithm

The algorithm used to implement the DHT
abstraction at the super peer level is an adapta-
tion of the Viceroy algorithm introduced in [12] to
the wireless mesh network scenario. For this
reason, we describe Viceroy before introducing our
algorithm.

3.1. The Viceroy algorithm

In Viceroy both peer IDs and resource keys are
mapped by a hashing function into to the same ID
space (metric), i.e. the unit ring [0, 1]. Each key
resides on the peer with the smallest ID larger than
the key ID, i.e. the key range associated with peer p

comprises all the resource keys with ID smaller than
p and larger than the ID of the predecessor of p in
the unit ring (see Fig. 1). For simplicity, from now
on we use notation p to denote both a generic peer
and its ID in [0, 1], and notation k to denote both a
generic resource key k and its ID in [0, 1]. Note that
two keys that are close in the ID space are located
on peers which are also close in the same metric
space.

Viceroy’s overlay network uses both ‘‘short’’ and
‘‘long’’ range links between peers, which are estab-
lished by combining the unit-ring topology with
an approximation of the butterfly network.3 In
order to emulate the butterfly network, each peer
is assigned a certain level in the network, i.e. the
identity of a node in the network is composed of
the pair (p, lp), where p is the peer ID and lp is the
level of node p in the butterfly.
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3.1.1. ID and level assignment

When joining the network for the first time, a SP
p chooses uniformly, at random, a value in the [0,1]
interval, which represents its ID. Then, p randomly
chooses its level lp in the butterfly. Ideally, a peer
should select its level by choosing uniformly at ran-
dom a number in {1, . . . , logn}, where n is the num-
ber of nodes currently forming the network. Since
exactly computing n is virtually impossible in prac-
tice, the following procedure is used to compute
an approximation of n. When joining the network,
peer p first computes the distance d(p, succ(p)) to
its successor in the unit ring by invoking a LOO-
KUP(p,p) operation (see below for a description
of the LOOKUP procedure); then, it estimates n

as n0 = 1/d(p, succ(p)), and selects a level by picking
uniformly at random a number in {1, . . . , logn0}.

While the peer ID does not change during net-
work lifetime, the peer level can change in order
to maintain a balanced subdivision of nodes into
stages when new peers join/leave the network. More
in particular, a peer must recompute its level when
its successor in the unit ring (and, consequently,
its estimation of n) changes.

3.1.2. Overlay construction

Viceroy’s overlay network uses three types of
directed links: (i) unit-ring links, which connect a
peer with its predecessor and its successor in the unit
ring; (ii) level-ring links, which are used to form a
virtual bi-directional ring between the peers at the
same level; and butterfly links, which are used to
emulate a butterfly network. Butterfly links are
composed of an upward and two downward links.
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Fig. 2. Viceroy’s overlay network. For clarity, unit-ring links are not s
The upward link connects peer p at level h > 1 to
the first (h � 1)-level peer after position p on the
unit ring. The downward left link (the short range

link) connects p to the first (h + 1)-level peer after
position p on the unit ring; the downward right link
(the long range link) connects p to the first (h + 1)-
level peer after position p + 1/2h on the unit ring.
Summarizing, every peer in the Viceroy overlay net-
work has at most seven outgoing links: two unit-
ring links, two level-ring links, and three butterfly
links (see Fig. 2).
3.1.3. Routing

Routing in Viceroy is essentially performed by
invoking a LOOKUP(x,y) function, where x is the
requested key or peer ID (we recall that both
resource keys and peer IDs are mapped in the same
metric space), and y is the ID of the peer that
invoked the function. The result of a LOO-
KUP(x,y) operation is the value associated with
key x, or the ID of the peer that manages the key
range to which x belongs (i.e. the peer with smaller
ID larger than x) if no value is associated with x.
When the peer y at level ly needs to retrieve key x,
it initializes the current position to y and invokes
the LOOKUP(x,y) function. The LOOKUP request
is routed in the overlay, using the following three-
phased process:

1. up to the root: starting from y, the request is
recursively forwarded upward in the butterfly –
each time updating the current position – using
the upward link, until level 1 is reached;
0.5 0.75 1

l-ring link

nward link

ard link

ID

hown, and level-ring and upward links are shown only at level 4.



L. Galluccio et al. / Computer Networks 51 (2007) 1998–2014 2003
2. traverse the tree: the request is forwarded down-
ward in the butterfly, using either the short or
the long range link depending on whether x is
at distance smaller than 1/2h from the current
position or not;

3. traverse the ring: finally, when the current peer
has no downward links or it overshoots the target
x, the request is forwarded using the level-ring
and/or unit-ring links, until the peer s that man-
ages the key range to which x belongs is found.
Node s then returns the answer to the LOOKUP
operation to y.
3.1.4. Overlay maintenance

A peer y in the overlay maintains the following
information: (1) the ID on the unit ring (for simplic-
ity, y); (2) the current level ly; (3) the connections on
the unit ring, predy and succy; (4) the connections on
the level ring, predl

y and succl
y ; (5) the upward but-

terfly connection, succl�1
y ; and (6) the downward

butterfly connections, shortlþ1
y and longlþ1

y .
When a new peer y joins the network, it first

selects its ID as described above. By invoking LOO-
KUP(y,y),4 node y finds its successor succy in the
ring, and establishes a connection to it. By exchang-
ing information with succy, peer y knows the ID of
its predecessor predy in the ring, and establishes a
connection to it. Both succy and predy update their
predecessor and successor link, respectively, in
order to reconfigure the correct links in the unit
ring. Then, succy transfers to y all the key-value
pairs whose key is between predy and y. This com-
pletes the unit-ring update. After that, peer y selects
the current level ly in the butterfly as described
above. Then, it finds its successor succl

y and prede-
cessor predl

y in the level ring by single stepping on
the unit ring, and establishes connections with them.
The predecessor and successor links in the level ring
of peers succl

y and predl
y are updated accordingly.

Finally, node y establishes the butterfly links by
finding succl�1

y and shortlþ1
y (this can be done by sin-

gle stepping on the unit ring), and longlþ1
y (this can

be done by invoking LOOKUPðy þ 1=2ly ; yÞ, and
then single stepping on the unit ring).

When peer y leaves the network, it has to remove
all its established connections, notifying all neigh-
bors in the overlay to update their links; then, y

transfers its content to its successor in the unit ring.
4 Given the assumption of uniform ID distribution, the
probability of two peers having the same ID is close to 0.
When the current level changes (we recall that
this is possible if succy changes), peer y has to
update its level ring connections and butterfly con-
nections, notifying the neighbors when necessary.
3.1.5. Viceroy’s properties

The following properties of Viceroy have been
proved in [12], under the assumption that peer IDs
and resource keys are distributed independently
and uniformly at random in [0,1]

• dilation: if n peers are present in the network,
then a LOOKUP operation is successfully com-
pleted by traversing at most O(logn) links w.h.p.5

• congestion: let the load of a peer be the probabil-
ity that it is involved in a LOOKUP operation on
a random value generated at a random starting
point, and let the congestion of the network be
the maximum of the peer loads. If n nodes are
present in the network, the expected load for
any peer is O(logn/n), and the congestion is
O((log2 n)/n) w.h.p.;

• node degree: if n peers are present in the network,
then the out-degree of each node is at most 7, the
expected in-degree is O(1), and the largest in-
degree of a peer is O(logn) w.h.p.
3.2. The Georoy algorithm

In this section we show how to adapt Viceroy to a
wireless mesh network scenario. First, we observe
that, differently from Viceroy, in Georoy we assume
a hierarchy of peers. Network members, which rep-
resent the lower tier of the hierarchy, are denoted as
leaf peers (LPs) and provide content; the higher tier
of the hierarchy is, instead, composed of super peers
(SPs) which implement a distributed index of the
available resources. Hence, in Georoy we assume
that identities (i.e., a peer ID in the [0,1] interval,
and a level in the butterfly) are assigned only to
super peers. Also, a resource ID is assigned to each
resource made available in the network; the resource
ID is mapped into [0, 1] by an appropriate hash
function. In Georoy, the answer to a lookup opera-
tion on a certain resource k contains the location of
the resource (e.g., the addresses of the leaf peer
which holds k and its Home SP) in case k is
available. We distinguish between two types of
5 W.h.p. means with probability at least 1 � c/n, for some
constant c > 0.
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unavailability of the requested resource: temporary

unavailability (i.e., the resource is available at some
LP, u, in the network, but u is currently discon-
nected from the network), and permanent unavail-
ability (i.e., none of the LPs has the requested
resource). The answer to the lookup operation on
k could be the address of p(H)(u) in case of tempo-
rary unavailability, and the ID of the super peer that
manages the key range to which the key associated
with k belongs in case of permanent unavailability.

In what follows, we assume that peers6 are dis-
tributed in a square deployment region of side s,
for some constant s > 0, i.e. peers are located in7

R = [0, s)2. Furthermore, we assume that peers
(i.e., wireless community nodes) are aware of their
position in R.

Our goal is to define a mechanism to assign peer
IDs that preserves geographical proximity, i.e. two
peers which are geographically close should be
assigned close IDs in the unit ring. Preserving prox-
imity is fundamental to achieve a close correspon-
dence between the virtual overlay and the physical
network topology.

In the Georoy algorithm, peer IDs are computed
as follows. Let (x,y) denote the coordinates of peer
p in R. We define a mapping function M that maps
a point in R into [0,1] as follows:

Mðx; yÞ ¼
xD
s2 þ by

Dc � Ds if by
Dc is even;

ðs�xÞD
s2 þ by

Dc � Ds if by
Dc is odd;

(
ð3:1Þ

where D is an arbitrary constant with 0 < D < s.
The intuition behind our mapping function is

depicted in Fig. 3: the deployment region R is divided
into s/D sub-regions of equal area, which are defined
in terms of the y coordinate. All the nodes in the
same sub-region are mapped into the same segment
of the unit ring, where the position of the node within
the segment is determined by its x coordinate. In
order to preserve proximity, the order of nodes in a
segment is reversed alternately (see Fig. 3).

Before ending this subsection, we observe that
the above defined mapping can be applied to any
DHT approach which maps resource and node
IDs in the [0, 1] interval, such as Chord [21] and
Koorde [9].
6 From now on in this section, the term ‘peer’ is used instead of
the term ‘super peer’.

7 The use of a right open interval is needed to simplify the
definition of the ID mapping function below, and it has no
practical consequences.
3.3. Georoy analysis

We first show that Georoy preserves all the nice
properties of the Viceroy algorithm described in
Section 3.1, under the assumption that wireless
community nodes are distributed independently
and uniformly at random in R = [0, s)2. This fact
is a straightforward consequence of the following
theorem, which shows that the function M defined
in the previous section maps a two-dimensional uni-
form distribution of wireless community nodes
(peers) in R into a uniform distribution of peer
IDs in [0, 1].

Theorem 1. Assume the wireless community nodes

(peers) are distributed independently and uniformly at

random in R = [0, s)2; then, the peer IDs computed

according to mapping M are distributed indepen-
dently and uniformly at random in [0,1].

Proof (Sketch). Let Sx, d = [x,x + d], with 0 6 x 6

1 � d and 0 < d 6 1, be an arbitrary segment of
length d in [0, 1], and let M�1ðSx;dÞ be the set of
points in R which are mapped to Sx,d by using M.
It is easy to see that the area jM�1ðSx;dÞj of the
region M�1ðSx;dÞ depends only on d, i.e. segments
of equal length d in [0,1] correspond to regions of
the same area jM�1ðSx;dÞj ¼ f ðdÞ. From this fact,
and from the assumption that wireless community
nodes are distributed independently and uniformly
at random in R, it follows that peer IDs are distrib-
uted uniformly at random in [0,1]. h

Corollary 2. Georoy preserves the properties of dila-

tion, congestion, and node degree of Viceroy.
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We now prove an upper bound on the stretch
factor of our algorithm, which is formally defined
as follows:

Definition 3 (Stretch factor). Given a query on key
k, let l(k) be the hop distance in the physical
network between the peer at which the query is
originated and the peer that manages the key range
to which k belongs; furthermore, let P(k) be the
path traversed by the query on k in the overlay
network, and let l(P(k)) be hop length of P(k) in the
physical network. The stretch factor is

stretchðkÞ ¼ lðP ðkÞÞ
lðkÞ : ð3:2Þ

In order to prove the bound, we first show that a
1-hop path in the overlay network corresponds to a

path with at most
ffiffiffiffiffiffiffi

n
log n

q
hops in the physical network.

Lemma 4. Assume n wireless community nodes, each

with transmitting range r, are distributed indepen-

dently and uniformly at random in R = [0, s)2. Fur-

thermore, assume that r ¼ 2s
ffiffiffiffiffiffiffiffiffi
2 log n

n

q
. Then, a 1-hop

path in the overlay network corresponds to a path with

at most
ffiffiffiffiffiffiffi

n
log n

q
hops in the physical network, a.a.s.8

Proof. Let us divide R into non-overlapping square
cells of equal side h ¼ r

2
ffiffi
2
p . The value of h is chosen

so that, independently of its location, any node in
a cell has a direct communication link to every other
node in its cell and in the neighbor cells (horizontal,
vertical, and diagonal adjacency). Thus, we have a
total of N ¼ 8s2

r2 cells. Under the assumption that

r ¼ 2s
ffiffiffiffiffiffiffiffiffi
2 log n

n

q
, we can use occupancy theory (Theo-

rem 1, p. 5 of [11]) to prove that every cell contains
at least one node a.a.s. We observe that the longest
possible 1-hop path in the overlay network has
length s

ffiffiffi
2
p

(which corresponds to the diagonal of
R), and that this length is covered by traversing at
most

ffiffiffiffi
N
p
¼

ffiffiffiffiffiffiffi
n

log n

q
cells. Since every cell contains at

least one node a.a.s., we have that the progress
towards the destination at each hop in the physical
network is of at least one cell a.a.s. This completes
the proof of the lemma. h

Note that Lemma 4 requires a condition on the
transmitting range of the community nodes, which
implies that the physical network must be relatively
8 A.a.s. (Asymptotically Almost Surely) means with probability

that converges to 1 as n!1.
dense: every community node has O(log n) neigh-
bors on the average. On the other hand, it is well
know that this is the minimum possible density that
is required to have an a.a.s. connected network
under the assumption of uniformly distributed
nodes (see, for instance, Theorem 4.1.1, p. 42 of
[18]). Since in community networks having a con-
nected network at the wireless router level is funda-
mental to provide community-related services, the
condition of Lemma 4 is not stringent.

Theorem 5. Under the assumptions of Lemma 4, the

stretch factor of the Georoy algorithm is Oð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n log n

p
Þ

a.a.s.
Proof. By the dilation property of Georoy, we have
that a query traverses O(logn) hops in the overlay
network w.h.p. By Lemma 4, each hop corresponds

to at most
ffiffiffiffiffiffiffi

n
log n

q
hops in the physical network a.a.s.

Hence, a query traverses at most Oð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n log n

p
Þ hops

in the physical network a.a.s. The proof follows
by observing that we have l(k) P 1 for any possible
query on key k. h
4. Mobility management procedures

In this section we describe the procedures
required to integrate the Georoy DHT algorithm
in a realistic system where any node can suddenly
show up, move or disappear. We remark that the
type of dynamic behavior addressed in this section
is different from the one addressed in the original
version of Viceroy. In [12], the authors present pro-
cedures for dealing with dynamic conditions at the
overlay network level, which corresponds to the
upper tier of the hierarchy in our design. In this sec-
tion, we complement these procedures (which we
have briefly discussed in Section 3.1) with similar
procedures necessary to deal with dynamic condi-
tions at the lower tier of the architecture (leaf
peers).

First, we note that at a certain time instant, t, the
generic LP u may periodically pass from active state

to inactive and viceversa. Accordingly, joining and a
leaving procedures are required. This is described in
Section 4.1. The procedures required to update the
distributed resource catalog when a LP decides to
share a new resource, or not to share a certain
resource anymore, are presented in Section 4.2.
Section 4.3 describes how the retrieval of resources
is addressed. Finally, the handoff of LPs from the
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formerly responsible SP to another is dealt with in
Section 4.4.

4.1. LP joining/leaving procedures

When a new LP u passes from the inactive to the
active state, a joining operation is needed, i.e., node u

must connect to one SP in its proximity and the
information about the resources available in the dis-
tributed catalog must be updated.

To this end, LP u first listens in the wireless inter-
face if there is any SP in its radio coverage. If at
least one SP is heard, then u selects the one with
the highest signal-to-noise ratio, which we denote
as p(u), and registers to it. Upon registering, LP u

provides p(u), which is called the responsible SP of
node u, with the list of the resources it is willing to
share. Such information is maintained up to date
by p(u) in a local database of available resources.
Accordingly, any SP, p, has a list of the resources
shared by all the LPs it is responsible for, Up. Also,
we assume that each LP has a Home SP which does
not change as the LP moves. For any LP u 2 U we
denote such Home SP as p(H)(u); observe that in
general p(H)(u) 5 p(u). The Home SP of u is respon-
sible of maintaining up to date the information
about the localization of u, that is its responsible
SP p(u), and the resources that u is willing to share.

Node u stores another list with the resources it
was willing to share the last time it was connected
to the network. If there are changes, i.e., leaf peer
u wants to share new resources and/or does not
want to share certain resources which are in the
above list, then it must inform the Home SP
p(H)(u) according to the procedure described in Sec-
tion 4.2.

When a LP u leaves the community network, the
list of resources available in the network has to be
updated. To this purpose, node u notifies its respon-
sible SP, p(u), before leaving the network, and p(u)
puts the resources shared by u in park mode through
an appropriate tagging of the entry in its local data-
base. Also the Home SP, p(H)(u), must be informed
that u is leaving the network so that it puts in the
park mode the resources shared by u.

As a consequence, if u joins again the same SP,
the only operation required is to move the resources
shared by u in the available mode through a de-tag-
ging of the relevant entries of the local resource
database in p(u) and in the catalog stored at p(H)(u).

In this way the signaling in the network is main-
tained at a minimum level. Resources that are in
park mode for a time interval longer than a given
threshold are removed from the local resource data-
base, and considered as no longer available. The
IDs of these resources are notified by p(H)(u) to
the SPs that manage the corresponding key ranges,
so that they can decide whether to remove the cor-
responding resource ID from the distributed catalog
(according to whether the same resource has
re-appeared or not in another part of the network).

Note that a LP u can also detach from the net-
work without notifying its responsible SP. This
could happen due to a LP failure. Such event can
be managed by the network as follows. The LP
sends periodically, every Tup’s, an OK-message to
its responsible SP. If, after Tup’s the SP p(u) does
not receive any message from u, then it sends a bea-
con to u. If p(u) does not receive any answer from u,
it labels the resources shared by u as in park mode

and informs p(H)(u). Please observe that a failure
can be encountered if u’s resources are searched
while p(u) is not aware of their unavailability. This
aspect will be dealt with in the performance evalua-
tion section.

4.2. Insertion/removal of resources to/from the

distributed catalog

Suppose that LP u wants to share a new resource
in the community. There are two cases:

(a) p(u) = p(H)(u). In this case, node u informs
node p(u). This node evaluates the key k iden-
tifying the new resource and forwards all
information required to localize k to the SP
which is responsible of managing the corre-
sponding key range.

(b) p(u) 5 p(H)(u). In this case, node u informs
node p(u), which inserts the new resource in
the catalog of the locally available resources
and then informs p(H)(u). The latter next
updates the distributed catalog as in the previ-
ous case.

Observe that in case (b) the utilization of the Home
SP requires a further step, i.e., to inform node
p(H)(u). Although this produces some overhead,
the Home SP mechanism achieves better perfor-
mance in case of LP mobility, as will be described
in Section 4.4 and confirmed by the simulation
results shown in Section 5.

Similar procedures are executed when a node is
not anymore willing to share a certain resource.
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4.3. Information retrieval

Search requests are issued at the lower tier, and
are routed in the overlay at the upper tier. When a
LP u issues a request for a certain resource, it for-
wards such request to its SP p(u). The SP p(u) first
checks whether the request can be satisfied locally
using the local available resources database. If the
request cannot be satisfied locally, i.e., the corre-
sponding resource is not stored by any of the LP
belonging to Up(u), then node p(u) initiates a search
in the overlay network as described in Section 3.2.
Let v denote the LP storing the requested resource.
The result of the algorithm is the identifier of the
Home SP of v, that is p(H)(v).

The request will thus be forwarded towards
p(H)(v), which stores information about the location
of v. If the resource is available the requesting node
u is informed about the identity and position of v,
i.e., its address and responsible SP. If the resource
is currently in park mode, the SP p(H)(v) informs
node u that the requested resource is currently not
available and u can decide whether to wait until
the resource becomes available or not. In the former
case, SP p(H)(v) informs u when the resource is avail-
able again and the resource transfer can begin.9

If the LP v moves or switches off during the
resource transfer, the download stops and a new
resource request procedure has to be initiated.
When the resource is found again, download can
be completed. In this context, fragmentation mech-
anisms could be used so that download of only the
missing fragments is required, thus increasing
efficiency.

Finally, if the requesting LP, u, moves or
switches off during the resource transfer, the down-
load stops and is restored when u becomes available
again.
4.4. LP handoff management

Suppose that a certain LP u, which was formerly
associated with SP p 0, migrates in the coverage area
of another SP, p00. In this case the following opera-
tions are required: (i) informing node p(H)(u) that
from now on p(u) = p00; (ii) deleting the resources
stored by u from the catalog of the resources locally
available at p 0; (iii) inserting the resources stored by
u into the catalog of the resources locally available
9 This is typically done in peer-to-peer applications.
at p00; and (iv) informing all the LPs that are cur-
rently downloading resources from u, if any, that
this node has moved to another position.

Observe that the use of the Home SP mechanism
increases efficiency significantly when handoff
occurs. In fact, besides local signaling between the
leaf peer u and the past and current responsible
SPs, p 0 and p00, only a location update must be sent
to the Home SP, p(H)(u). Instead, if the Home SP
mechanism was not used, the location update
should have to be transferred to all SPs that contain
the location information concerning node u.

5. Performance evaluation

We consider a wireless mesh community network
organized into two-tiers consisting of NSP super
peer nodes and NLP leaf peer nodes, with NSP 2
[16,25,36,49,64,81,100,121,144], and NLP = 1000,
respectively.

The network area is supposed to be a square
1000 · 1000 m2 large. Furthermore, LP nodes are
assumed to be distributed uniformly at random,
while SP nodes are assumed to be distributed either
regularly over a grid, or uniformly at random. In
the first case the coordinates of the ith SP, (xi,yi),
are given by

xi ¼

i� i�1ffiffiffiffiffiffi
NSP
p
j k

�
ffiffiffiffiffiffiffiffi
N SP

p
� 1

2

� �
� D

8i 2 ½1;NSP� : i�1ffiffiffiffiffiffi
NSP
p
j k

is even;

s� i� i�1ffiffiffiffiffiffi
NSP
p
j k

�
ffiffiffiffiffiffiffiffi
NSP

p
� 1

2

� �
� D

8i 2 ½1;NSP� : i�1ffiffiffiffiffiffi
NSP
p
j k

is odd

8>>>>>>>><
>>>>>>>>:

ð5:1Þ

and

yi ¼
i� 1ffiffiffiffiffiffiffiffi

N SP

p
� �

� Dþ D
2
; ð5:2Þ

where s = 1000 m and we set D ¼ s=
ffiffiffiffiffiffiffiffi
N SP

p
. As a con-

sequence, applying Eq. (3.1), we obtain that the
identifier of the nth SP is given by

pn ¼Mðxn; ynÞ ¼ n� 1

2

� �
� 1

NSP

: ð5:3Þ

Furthermore, we assume that SPs pi and pj, with
i, j 2 [1,NSP] and i 5 j, located in the positions
(xi,yi) and (xj,yj), respectively, are connected by a
link if and only if one of the four following condi-
tions hold: (a) xi = xj and yi = yj + D; (b) xi = xj

and yi = yj � D; (c) xi = xj + D and yi = yj; or (d)
xi = xj � D and yi = yj.
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In this section we will focus on the performance
of Georoy and compare it to Viceroy. Here the per-
formance metrics under investigation will be the
number of logical links in P(k), i.e., the path tra-
versed by a query on a generic key k in the overlay
network, the number of hops in the physical net-
work of P(k), i.e., l(P(k)), and the stretch factor
defined as in (3.2). We remark that we do not com-
pare the information retrieval efficiency (i.e., num-
ber of successfully answered queries over total
number of queries) of the two approaches since,
under this respect, Viceroy and Georoy share the
same design and, hence, performance. In fact, Geo-
roy uses the same routing scheme as the original
Viceroy algorithm, and it is the routing scheme that
is responsible of information retrieval efficiency. On
the other hand, as the simulation results reported in
this section outline, Georoy and Viceroy show very
different performance in terms of network load gen-
erated by queries.

Observe that both Georoy and Viceroy only con-
sider SPs, therefore a variation in the number of LPs
does not affect the performance of the algorithm.
This is why the number of LPs has been assumed
to be constant and equal to 1000.

In Fig. 4, we compare the average number of log-
ical links traversed by a query using Georoy and
Viceroy algorithms vs. the number of SPs. Each
Fig. 4. Comparison between the average numbers of logical li
result was obtained by averaging over 100 simula-
tions. As expected, Georoy and Viceroy algorithms
exhibit the same behavior in terms of logical links
being traversed at the overlay network level by a
query on a certain resource key. This is because
the only difference between Viceroy and Georoy lies
in the way the overlay network is mapped into the
physical network and thus there are no differences
at the overlay network level. The same consider-
ation also applies to the variance of the number of
logical links traversed by a query on a certain key,
as shown in Fig. 5.

In Fig. 6 we show the average number of hops
traversed in the physical network by a query on a
certain key when Georoy and Viceroy algorithms
are utilized. It can be observed that the Georoy
algorithm drastically reduces the number of
physical hops needed to localize the searched
resource with respect to the Viceroy algorithm. This
is an expected result, and is due to the mapping
function used in Georoy to reduce the stretch factor.

To additionally highlight the effectiveness of
Georoy when compared to Viceroy, in Fig. 7 we
show a comparison between the stretch factor of
the two algorithms. As expected, the Viceroy algo-
rithm has a stretch factor which can be as much
as seven times higher than that of Georoy. Once
again, the reason of this has to be searched in the
nks in the overlay network level in Georoy and Viceroy.



Fig. 5. Comparison between the variance of the numbers of logical links at the overlay network level in Georoy and Viceroy.

Fig. 6. Comparison between the average number of hops in the physical network in case of Georoy and Viceroy.
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similarity between the overlay and the physical net-
work obtained using the Georoy approach. In Fig. 7
we also show the upper bound on the Georoy
stretch factor as given in Theorem 5. Notice that
the stretch factor of Viceroy is far above this bound.
As a final remark, we observe that the distribution
of the super peers storing the resource locations
only marginally affects the performance of the



Fig. 7. Comparison between the average stretch factor of Viceroy, Georoy, and the theoretical upper bound for Georoy derived in
Theorem 5.
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system, as shown by the simulation results reported
in Figs. 4–7.

Finally, in order to test the reliability of the algo-
rithm, in Fig. 8 we show the probability to incur in a
failure due to the request of a generic resource
which is no longer available when assuming that
the system has not yet been updated. As expected,
as soon as the probability that a LP node dies, PF,
increases, the probability to incur in a search failure
increases. The same happens also when increasing
the update time interval, Tup, so making the system
less responsive to network dynamics.

For worth of completeness, we also assessed the
performance of the mobility management platform
proposed for supporting Georoy in terms of the
amount of signaling generated in two significant
cases.

More specifically, in Fig. 9 we show the average
number of hops at the physical layer traversed by
signals to update the information about the
resources shared by a LP in the distributed catalog
when the operations described in Section 4.2 are
performed. In order to evaluate the impact of the
Home SP mechanism on the overall performance,
in the same figure we show the signaling generated
when the Home SP is not employed. As expected,
the introduction of the Home SP causes further sig-
naling during the information update phase. This is
confirmed by the results reported in Fig. 9; however,
the Home SP mechanism allows a significant signal-
ing decrease in in case of a LP handoff from a SP to
another. This is shown in Fig. 10, where we present
the average signaling generated due to the event of a
LP u changing its SP. In this case, the distributed
hash table requires to be updated as described
before. In Fig. 9 we also show the performance
results achieved when the Home SP mechanism is
not used for three different values of the number
of resources shared by each LP, n(res) = 5, 10, and
20. Results in Fig. 9 show that when the Home SP
mechanism is not utilized, the number of resources
shared by a LP, i.e., n(res), has a significant impact
on the amount of signaling. This is because, when
the Home SP mechanism is not utilized, all the
SPs that manage the location information of the
migrating LP must be informed of the new location.
Obviously, as the number of resources shared by the
LP u increases, the number of SPs that must be
informed increases as well. On the contrary, the sig-
naling generated by LP handoff in case the Home
SP concept is used does not depend on the number
of resources shared by the LP. This property ensures
the scalability when a very large number of
resources is shared by network users.
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Fig. 8. Probability to incur in a search failure when a resource is no longer available.

Fig. 9. Comparison between the signaling generated when the resources shared by a LP change in case the Home SP mechanism is used
and in case it is not used.
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6. Conclusions and future work

In this paper, we have studied the properties of
Georoy, a location-aware enhancement to the Vice-
roy algorithm, and verified through simulation that
it achieves the goal of enabling efficient and scalable
peer-to-peer resource sharing in wireless mesh net-
works. More specifically, we observed that Georoy
efficiently exploits the underlying physical wireless
network and achieves a search efficiency that is as



Fig. 10. Comparison between the signaling generated when a LP makes handoff according to whether the Home SP mechanism is used or
not, for different values of n(res).
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much as seven times better than that achieved by
Viceroy.

Several aspects could be dealt with for further
study. For instance, resource replication techniques
to improve resource availability and studying what
is the optimal strategy for locating resource replicas
in the system could be investigated. Also, strategies
for cross-layer optimization of the Georoy algo-
rithm which exploit the broadcast nature of the
wireless communications could be considered.
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