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Chapter

1
Clustering

Abstract

Clustering is a widely used technique to partition data in homogeneous groups.
It finds applications in many fields from information retrieval to bio-informatics.
The main goal of clustering algorithms is to discover the hidden structure of data
and group them without any a-priori knowledge of the data domain. Clustering is
often used for exploratory tasks.

The intuition behind partitioning data is that if two objects are closely related
and the former is also related to a third object, then more likely also the latter has
a similar relation. This idea is known as thecluster hypothesis.

In this chapter we survey the principal strategies for clustering, the main clus-
tering objective functions and related algorithms, the main definitions for similarity
and the clustering validation techniques.
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Introduction to clustering

1.1 Introduction to clustering
Clustering is a technique to split a set of objects in groups such thatsimilar objects
are grouped together, while objects that are not similar fall in different clusters.
The choice of the notion of similarity (or distance) among objects that are needed
to be clustered is of crucial importance for the final result.

Clustering algorithms have no a-priori knowledge about thedata domain, its
hidden structure and also the number of hidden classes in which data are divided
is unknown. For this characteristic, clustering is often referred as un-supervised
learning in contrast to classification (or supervised learning) in which the number
of classes is known and for each class a certain number of examples are given.

The independence of clustering algorithms from the data domain is at the same
time the secret of its success and its main drawback. In fact since clustering does
not need any a-priori knowledge of the data domain, it can be applied to a wide
range of problems in different application areas. In contrast, general purpose pro-
cedures do not allow to apply (even trivial) problem dependent optimizations and
consequently they typically perform worse then ad-hoc solutions.

1.1.1 Metric space for clustering

The choice of how to represent the data objects one wants to cluster, together with
the choice of the clustering strategy, is critical for the clustering result. The repre-
sentation schema depends from the type of data we are workingon. In some fields
de-facto standards are widely used.

In text retrievalthe vector space model is the most commonly used. Documents
in this model are represented as vectors of weighted terms called bag of words.
For weighting, many approaches are used: binary schema (in which the weight of
a term is 0 if the term does not appear in the document, 1 otherwise), the tf-idf
scoring and so on. Invideo retrievalframes are represented as vectors in the HSV
color space. Inbio-informatics, DNA microarrays are matrices in which each gene
is stored in a row and each column corresponds to a probe.

In all the above cited cases, a set of objectsO = {o1, . . . , on} are represented
with m-dimensional vectors which are stored in a matrixM of n rows andm
columns, wheren is the number of objects in the corpus whilem is the number
of features of the objects. These vector spaces endowed witha distance function
define a metric space. The most widely used distance functions are:

• Cosine similarity: it is defined as the cosine of the angle betweenoa andob.
More formally

s(oa, ob) =
oa · ob

‖oa‖ · ‖ob‖
A distance can be easily derived from cosine similarity by:

d(oa, ob) =
√

1 − s2(oa, ob)
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The most important property of cosine similarity is that it does not depend
on the length of the vectors:s(oa, ob) = s(αoa, ob) for α > 0. This property
makes the cosine similarity widely used in text informationretrieval.

• Jaccard coefficient:in its basic form it is defined as:

J(oa, ob) =
#(oa ∩ ob)

#(oa ∪ ob)

whereoa∩ob is the set of features in common betweenoa andob andoa∪ob

is the total set of features (this approach assumes binary features). Many
variants of the Jaccard coefficient were proposed in the literature. The most
interesting is theGeneralized Jaccard Coefficient(GJC) that takes into ac-
count also the weight of each term. It is defined as

GJC(oa, ob) =
minm

i=1(oa,i, ob,i)

maxm
i=1(oa,i, ob,i)

GJC is proven to be a metric[Charikar, 2002]. The Generalized Jaccard Co-
efficient defines a very flexible distance that works well withboth text and
video data.

• Minkowski distance: it is defined as:

Lp(oa, ob) = (
m

∑

i=1

|oa,i − ob,i|p)1/p

It is the standard family of distances for geometrical problems. Varying the
value of the parameterp, we obtain different well known distance functions.
Whenp = 1 the Minkowski distance reduces to the Manhattan distance. For
p = 2 we have the well known Euclidean distance

L2(oa, ob) =

√

√

√

√

m
∑

i=1

(oa,i − ob,i)2

Whenp = ∞ this distance becomes the infinity norm defined as:

L∞(oa, ob) =
m

max
i=1

(oa,i, ob,i)

• Pearson correlation: it is defined as follows:

P (oa, ob) =

∑m
k=1(oa,k − µa)(ob,k − µb)

√
∑m

k=1(oa,k − µa)2 ·
√

∑m
k=1(ob,k − µb)2

,

whereµa andµb are the means ofoa andob, respectively. Pearson coeffi-
cient is a measure of similarity. In particular it computes the similarity of
the shapes between the two profiles of the vectors (it is not robust against
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outliers - potentially leading to false positive, assigning high similarity to a
pair of dissimilar patterns -, it is sensible to the shape butnot to the mag-
nitude). To compute a distance, we definedoa,ob

= 1 − P (oa, ob). Since
−1 ≤ P (oa, bb) ≤ 1, for all oa, ob, we have0 ≤ doa,ob

≤ 2. This distance
is not a metric since both the triangular inequality and small self-distance
(doa,ob

= 0) do not hold. However, the square root of1−P (oa, ob) is propor-
tional to the Euclidean distance betweenoa andob [Clarkson, 2006], hence
only the small self-distance condition fails for this variant, and metric space
methods can be used.

1.2 Clustering strategy
Clustering algorithms can be classified according with manydifferent characteris-
tics. One of the most important is the strategy used by the algorithm to partition the
space:

• Partitional clustering : given a setO = {o1, . . . , on} of n data objects, the
goal is to create a partitionC = {c1, . . . , ck} such that:

– ∀i ∈ [1, k] ci 6= ∅
–

⋃k
i=1 ci = O

– ∀i, j ∈ [1, k] ∧ i 6= j ci ∩ cj = ∅

• Hierarchical clustering: given a setO = {o1, . . . , on} of n data objects, the
goal is to build a tree-like structure (calleddendrogram) H = {h1, . . . , hq}
with q ≤ n, such that: given two clustersci ∈ hm and cj ∈ hl with hl

ancestor ofhm, one of the following conditions hold:ci ⊂ cj or ci ∩ cj = ∅
for all i, j 6= i,m, l ∈ [1, q].

Partitional clustering is saidhard if a data object is assigned uniquely to one
cluster,soft or fuzzy when a data object belongs to each cluster with a degree of
membership.

1.2.1 Partitional clustering

When the data representation and the distance functiond have been chosen, parti-
tional clustering reduces to a problem of minimization of a given target function.
The most widely used are:

• K-center minimizes the maximum cluster radius

min max
j

max
x∈cj

d(x,Cj)
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• K-mediansminimizes the sum of all the point-center distances

min
∑

j

∑

x∈cj

d(x, µj)

• K-meansminimizes the sum of squares of inter-cluster point-centerdis-
tances

min
∑

j

∑

x∈cj

(d(x, µj))
2

whereC = {c1, . . . , ck} arek clusters such thatCj is the center of thej-th
cluster andµj is its centroid.

For all these functions it is known that finding the global minimum is NP-hard.
Thus, heuristics are always employed to find a local minimum.

1.2.1.1 FPF algorithm for the k-center problem

As said in 1.2.1 one of the possible goal for partitional clustering is the minimiza-
tion of the largest cluster diameter solving thek-center problem. More formally
the problem is defined as:

Definition 1. The k-centers problem: Given a setO of points in a metric space
endowed with a metric distance functiond, and given a desired numberk of result-
ing clusters, partitionO into non-overlapping clustersC1, . . . , Ck and determine
their “centers”c1, . . . , ck ∈ O so thatmaxj maxx∈Cj

d(x, cj) (i.e. the radius of
the widest cluster) is minimized.

In [Feder and Greene, 1988] it was shown that thek-center problem is NP-
hard unlessP = NP . In [Gonzalez, 1985; Hochbaum and Shmoys, 1985] two-
approximated algorithms are given.

The FPF algorithm Given a setO of n points, FPF increasingly computes the set
of centersc1 ⊂ . . . ⊂ ck ⊆ O, whereCk is the solution to thek-center problem
andC1 = {c1} is the starting set, built by randomly choosingc1 in O. At a generic
iteration1 < i ≤ k, the algorithm knows the set of centersCi−1 (computed at the
previous iteration) and a mappingµ that associates, to each pointp ∈ O, its closest
centerµ(p) ∈ Ci−1. Iterationi consists of the following two steps:

1. Find the pointp ∈ O for which the distance to its closest center,d(p, µ(p)),
is maximum; makep a new centerci and letCi = Ci−1 ∪ {ci}.

2. Compute the distance ofci to all points inO \ Ci−1 to update the mapping
µ of points to their closest center.
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After k iterations, the set of centersCk = {c1, . . . , ck} and the mappingµ
define the clustering. ClusterCi is the set of points{p ∈ O \ Ck such thatµ(p) =
ci}, for i ∈ [1, k]. Each iteration can be done in timeO(n), hence the overall cost
of the algorithm isO(kn). Experiments have shown that the random choice ofc1

to initialize C1 does not affect neither the effectiveness nor the efficiencyof the
algorithm.

FPF:
Data: Let O be the input set,k the number of clusters
Result: C, k-partition ofO
C = x such thatx is an arbitrary element ofO;
for i = 0; i < k; i + + do

Pick the elementx of O \ C furthest from the closest element inC;
Ci = Ci = x;

end
forall x ∈ O \ C do

Let i such thatd(ci, x) < d(cj , x),∀j 6= i Ci.append (x);
end
Algorithm 1 : The furthest point first algorithm for thek-center problem.

1.2.1.2 K-means

The k-means algorithm[Lloyd, 1957] is probably the most widely used in the
literature. Its success comes from the fact it is simple to implement, enough fast
for relatively small datasets and it achieves a good quality. Thek-means algorithm
can be seen as an iterative cluster quality booster.

It takes as input a roughk-clustering (or, more precisely,k candidate centroids)
and produces as output anotherk-clustering, hopefully of better quality.

K-means, as objective function, attempts to minimize the sumof the squares of
the inter-cluster point-to-center distances. More precisely, this corresponds to par-
tition, at every iteration, the input points into non-overlapping clustersC1, . . . , Ck

and determining their centroidsµ1, . . . , µk so that

k
∑

j=1

∑

x∈Cj

(d(x, µj))
2

is minimized.
It has been shown[Selim and Ismail, 1984] that by using the sum of squared

Euclidean distances as objective function, the procedure converges to a local min-
imum for the objective function within a finite number of iterations.

The main building blocks ofk-means are:

• the generation of the initial k candidate centroids: In this phase an initial
choice of candidate centroids must be done. This choice in critic because
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both the final clustering quality and the number of iterations needed to con-
verge are strongly related to this choice. In the next section we will survey the
most important initialization strategies. A more completesurvey and com-
parison can be found in[Bradley and Fayyad, 1998; Peñaet al., 1999].

• the main iteration loop: In the main iteration loop, given a set ofk cen-
troids, each input point is associated to its closest centroid, and the collec-
tion of points associated to a centroid is considered as a cluster. For each
cluster, a new centroid that is a (weighted) linear combination of the points
belonging to the cluster is recomputed, and a new iteration starts1.

• the termination condition: Several termination conditions are possible; e.g.
the loop can be terminated after a predetermined number of iterations, or
when the variation that the centroids have undergone in the last iteration is
below a predetermined threshold.

The use ofk-means has the advantage that the clustering quality is steadily
enough good in different settings and with different data. This makesk-means the
most used clustering algorithm. Due its importance, there is a vast literature that
discusses its shortcomings and possible improvements to the basic framework.

A lot of efforts was spent to reduce thek-means computational time that de-
pends on the size of the dataset, the number of desired clusters and the number
of iterations to reach convergence. Some methods attempt touse clever data struc-
tures to cache distances[Elkan, 2003; Smellie, 2004], others exploit the triangular
inequality for avoiding distance computations[Phillips, 2002]. For small datasets
or when only few iterations are enough to achieve the desiredoutput quality, the
performance ofk-means is acceptable, but for nowadays needs clustering time has
become a shortcoming.

Another well-known shortcoming is that some clusters may become empty dur-
ing the computation. To overcome this problem, the “ISODATA” [Tou and Gonza-
lez, 1977] technique was proposed. Essentially when a cluster becomesempty,
ISODATA splits one of the “largest” clusters so as to keep thenumber of clusters
unchanged.

Initialize k-means Essentiallyk-means accepts as input an initial clustering that
can be made with any clustering algorithm. It is well-known that the quality of
the initialization (i.e. the choice of the initialk centroids) has a deep impact on
the resulting accuracy. Several methods for initializingk-means are compared in
[Bradley and Fayyad, 1998; Peñaet al., 1999]. The three most common initializa-
tions are:

RC The simplest (and widely used) initialization fork-means is the one in which
the initial centroids are Randomly Chosen among the input points and the

1Note thatk-means is defined on vector spaces but not in general on metricspaces, since in metric
spaces linear combinations of points are not points themselves.
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remaining points are assigned to the closest centroid. The resulting clustering
is often referred asrandom clustering.

RP In the Random Perturbation, for each dimensiondj of the space, the distri-
bution of the projections ondj of the data points is computed, along with its
meanµj and its standard deviationσj ; the k initial centroids are obtained
throughk perturbations, driven by theµj ’s andσj ’s, of the centroid of all
data points[Peñaet al., 1999].

MQ MacQueen’s[MacQueen, 1967] proposed a variant ofk-means: the initial
centroids are randomly chosen among the input points, and the remaining
points are assigned one at a time to the nearest centroid, andeach such as-
signment causes the immediate recomputation of the centroid involved. Then
k-means is initialized with the resulting clustering. Sinceit was experimen-
tally shown that this initialization achieves generally a good quality in con-
siderably less time thank-means, this initialization is often used in place of
the standardk-means and it is often referred asone-passk-means.

1.2.1.3 PAM: partition around medoids

Partition around medoids[Kaufman and Rousseeuw, 1990] was introduced by
Kaufman and Rousseeuw. PAM introduces the concept ofmedoid. A medoid is
a point of the input, it means that PAM is particularly suitable in all those cases
in which the concept of centroid in not well defined. Moreover, in many cases, the
more the number of objects increase, the less centroids tendto be representative;
instead medoids are not affected by this problem.

PAM builds ak-clustering and it can be described as follows[Ng and Han,
1994]:

1. Select a set ofk random input objectsO = {o1, . . . ok},

2. for each input objectx /∈ O compute the cost functionTC(x, oi),

3. select the pair of objectsx andoi that minimizeTC,

4. if TC(x, oi) < 0 replaceoi with x and restart from step 2.

The final clustering is obtained using the objectsoi as cluster centers and as-
signing the input points to the cluster with the nearest center.

PAM is computationally expensive, in fact there are(n − k) different pairs of
object for each of thk medoids. It means that for each iterationTC is computed
k(n − k) times. Due to its computational cost, many variations and performance
improvements were proposed in the literature[Zhang and Couloigner, 2005].
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1.2.1.4 SOM: self organizing maps

Self organizing Maps[Kohonen, 2001] were introduced by Teuvo Kohonen as sub-
type of artificial neural networks used to produce low dimensional representation
of the training samples while preserving the topological properties of the input
space.

WEIGHT
MATRIX
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U
T
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A

LU
E

S

FEATURE MAP

Figure 1.1. A simple 3 × 3 self organizing map.

A self-organizing map is a single layer feed-forward network, that is a network
without direct cyclic paths. Neurons are arranged in a low dimensional grid (typ-
ically two-dimensional or tridimensional). Each neuron has associated a vector of
weightswi = {wi,1, . . . , wi,m} of the same size of input vectors. There are two
main ways to initialize the weights vectors:

• using small random values,

• using a random perturbation from the subspace spanned by thetwo largest
principal component eigenvectors. This initialization was shown to speed up
the training phase of the SOM because they are already a good approxima-
tion of the SOM weights.

Self-organizing maps work in two phases:

• training : the training phase can be seen as the process in which the self-
organizing map attempts to adapt the weight vectors of its nodes to the train-
ing data. For this purpose a large number of examples must be fed in input.
If a training set is not available the input data are often used to train the net-
work. The training algorithm is based on acompetitive learningapproach:
when a new samplex(t) is presented to the network it is compared with all
the weights vectors and the neuron with closest weight vector (called Best
Matching Unit) is selected (i. e. the neuroni such thatmini d(x(t), wi)). The
weight vector of the BMU and its neighbors, are modified according with the
sample. More formally leti the BMU ande a generic neuron of the SOM.
Let h(e, i) be a proximity function between the two neurons andwe(t) be
the value ofwe at the epocht. The weight vector of the generic neurone is
updated according with the following:
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we(t + 1) = we(t) + α(t) ∗ h(e, i) ∗ (x(t) − we(t))

whereα(t) is a monotonically decreasing learning coefficient.

• mapping: in this phase the input vectors are simply assigned to the closest
neuron. Borrowing the terminology ofk-means the nodes of the network
in this phase play the same role of centroids. It is interesting to note that
the number of clusters in output depends on the number of neurons in the
network. This means that the structure of the SOM drastically influences the
clustering results.

Learning:
Data: the SOMM = {mj∀j ≤ TOTNodes}, α(t), h(−,−),

X = {x(t)∀t ≤ TOTSample}
Result: the trained SOMM
forall m ∈ M do

initialize (m);
end
for t = 1; t ≤ TOTSample; t + + do

i = arg minj d(x(t),mj);
forall me ∈ M do

me(t + 1) = me(t) + α(t) ∗ h(e, i) ∗ (x(t) − me(t))
end

end
return M;

Mapping:
Data: the SOMM = {mj∀j ≤ TOTNodes}, X = {x(t)∀t ≤ TOTSample}
Result: The clusteringC
for i = 1; t ≤ TOTNodes; t + + do

Ci = ∅;
end
for t = 1; t ≤ TOTSample; t + + do

i = arg minj d(x(t),mj);
Ci = Ci ∪ x(t)

end
return C;

Algorithm 2 : The self-organizing map algorithm.

In the case in which the size of input vectors is higher than the number of
nodes in the output grid, SOM becomes a powerful tool to make dimensionality
reduction[Tanet al., 2005] (Feature selection).
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1.2.2 Hierarchical clustering

The main difference between partitional clustering and hierarchical clustering con-
sists in the fact the latter does not limit only in grouping the data objects in a flat
partition, but it also arranges the data into a tree like structure. This structure is
known asdendrogram. Each data object is assigned to a leaf of the tree, while
internal nodes represent groups of objects such that for each pair of elements in
such group, their distance is within a certain threshold. The root of the dendro-
gram contains all the objects. A flat clustering can be easilyobtained by cutting the
dendrogram at a certain level.

An important characteristic of hierarchical clustering isthat it requires the com-
putation of theproximity matrixthat is the squared matrix of the distances between
all the pairs of points in the data set. This makes the time andspace complexity of
this family of algorithms at least quadratic in the number ofdata objects. In recent
years, a lot of effort was done to improve the hierarchical clustering algorithms
performances and make them suitable for large scale datasets. Typical example
are: BIRCH[Zhanget al., 1996] and CUTE[Guhaet al., 1998].

The two main strategies for hierarchical clustering are:

• Divisive: in this case the dendrogram is built from the root to the leafs. Ini-
tially all the n objects are in the same cluster. A series of split operations
is made until all clusters contains just a single element. The splitting opera-
tion is made by computing all the distances between the pairsof objects in
the same cluster and selecting the two diametral points as seeds, then all the
points in the group are assigned to the closest seed.

• Agglomerative: the dendrogram is built from the leaves to the root. At the
beginning each object is inserted in a cluster (that represent a leaf of the
dendrogram), than a series of merge operations is made untilall the points
belong to the same cluster. Since the data objects aren and each merge oper-
ation reduces the number of objects of one unit,n − 1 merge operations are
needed. It is important to note that the operations of merge are made between
the two closest entities (either objects or clusters). A notion of cluster-cluster
distance and cluster-object distance must to be defined.

1.2.2.1 Divisive clustering

As mentioned in section 1.2.2, hierarchical divisive clustering algorithms start with
considering the whole input set as a single cluster that is the root of the dendrogram.
Before to start the procedure, a threshold distance must be chosen. Once this is
done, hierarchical divisive clustering proceeds as follows:

• the proximity matrixM is calculated and for each cluster and the furthest
pair of objects is selected,
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• if the cluster satisfies the algorithm splitting criterion,(i.e. the distance be-
tween the diametral pair is higher than a certain threshold)the cluster is
divided into two clusters by using the pair selected in the previous step as
seeds,

• when no more clusters must to be splitted, the algorithm stops.

One of the most important issues in divisive hierarchical clustering is the choice
of the splitting criterion[Savaresiet al., 2002]. The following strategies are typi-
cally used[Karypiset al., 1999]:

• each cluster is recursively splitted until each subclustercontains exactly one
element. In this case a complete tree is obtained. The main advantage of this
method is that a complete tree is obtained. The main disadvantage is that the
final clustering quality is not taken into account by this schema.

• The cluster with the largest number of elements is splitted.Using this ap-
proach a balanced tree is obtained.

• The cluster with the highest variance with respect to its “centroid” is splitted.
This is a widely used method to choose the cluster to split because it is related
to the distribution of the elements inside the cluster.

1.2.2.2 Agglomerative clustering

As mentioned in section 1.2.2, hierarchical agglomerativeclustering attempts to
cluster a set ofn objects providing also a tree like structure built from the leafs to
the root.

In the merging operation the two closest entities of the dendrogram (leafs or
internal nodes) are joined into a single entity. Considering leafs as clusters contain-
ing only an element, the notion of inter-cluster distance must be defined. There are
many different possibilities for this choice. The most common ones are based on
a linkage criterion (i. e. the distance between two clustersis the distance between
two points that are associated to them in such a way). Given two clustersCi and
Cj we have:

• Single linkage: d(Ci, Cj) = minp∈Ciq∈Cj
d(p, q) is the distance between

the closest pair of objects from different clusters. This method has the draw-
back that it tends to force clusters together due to a single pair of close ob-
jects regardless of the positions of the other elements in the clusters. This is
known aschaining phenomenon.
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Figure 1.2. Single linkage criterion.

• Complete linkage: d(Ci, Cj) = maxp∈Ciq∈Cj
d(p, q) is the distance be-

tween the farthest pair of objects from different clusters.This method tends
to make more compact clusters, but it is not tolerant to noisydata.

Figure 1.3. Complete linkage criterion.

• Average linkage: d(Ci, Cj) = 1
|Ci||Cj |

∑

p∈Ci

∑

q∈Cj
d(p, q) is the mean of

the distance among all the pairs of objects coming from different clusters.
This method is more robust with respect to the previous ones,in fact the
impact of outliers is minimized by the mean and the chaining phenomenon
is typically not observed.

Figure 1.4. Average linkage criterion.

Single linkage and complete linkage can be generalized as suggested by Lance
and Williams in[Lance and Williams, 1967] using the following formula:

d(Cl, (Ci, Cj)) = αid(Cl, Ci) + αjd(Cl, Cj) + βd(Ci, Cj) +

+γ | d(Cl, Ci) − d(Cl, Cj) | (1.1)
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whered is the distance between two entities,(Ci, Cj) is the cluster coming
from the union ofCi andCj and the four parametersαi, αj , β, γ, depend on the
specific strategy used. Note that whenαi = αj = 1/2, β = 0 andγ = −1/2,
formula (1.1) becomes

d(Cl, (Ci, Cj)) = min(d(Cl, Ci), d(Cl, Cj))

that is the single linkage formula. Instead, the choice ofαi = αj = γ = 1/2 and
β = 0 makes (1.1) be

d(Cl, (Ci, Cj)) = max(d(Cl, Ci), d(Cl, Cj))

that is the formula of complete linkage.
The hierarchical agglomerative clustering algorithm can be summarized by the

following procedure:

1. Initialize the proximity matrixM such thatMi,j is the distance between the
i-th and thej-th entity

2. Findi andj such thati 6= j and∀h, k: h 6= k, Mi,j ≤ Mh,k

3. JoinCi andCj and updateM accordingly

4. Repeat from step 2 until all the clusters are merged

1.2.3 The choice of the number k of clusters

All the algorithms we considered in this chapter are not ableto discover the number
of groups in which the hidden structure of the input set should be divided. For all
the described algorithms, the number of clusters is part of the input. In some cases,
like SOMs, the choice ofk is subjugated to the algorithm constraints. It is clear
that the final clustering quality is strongly dependent fromthis choice. In fact, a too
large number of clusters can have the effect to complicate the analysis of results,
while too few clusters can lead to information loss or inaccurate modeling.

Many different techniques were proposed in the literature to find the “right”
value fork; the most common approaches are based on: the construction of indices
that take into account properties like homogeneity, separation and silhouette (a
survey of some of them and an evaluation of their performances can be found in
[Milligan and Cooper, 1985]); the optimization of some probabilistic functions and
heuristics.

It is also important to note that all those methods, based on the computation
of indices or on the optimization of probabilistic functions, must be applied to
many choices ofk. This makes desirable to have clustering algorithms able tomake
clusters incrementally without the need to knowk in advance and to backtrack if
needed. To this aim divisive hierarchical clustering and FPF are more flexible with
respect tok-means and SOMs.
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1.2.3.1 Stability based techniques

We describe here in more details the stability based technique based on the pre-
diction strength method (developed by Tibshirani et al[Tibshirani et al., 2005])
to estimate the numberk of clusters. Then we describe an efficient variant of this
schema applied to the FPF algorithm as we adopted in[Geraciet al., 2007]. This
approach can be used efficiently for all the incremental cluster algorithms such as
the divisive hierarchical clustering.

To obtain the estimate of a good value ofk, the method proceeds as follows.
Given the setO of n objects, randomly choose a sampleOr of cardinalityµ. Then,
for increasing values oft (t = 1, 2, . . . ) repeat the following steps:

1. using the clustering algorithm, cluster bothOds = O \ Or andOr into t
clusters, obtaining the partitionsCt(ds) andCt(r), respectively;

2. measure how well thet-clustering ofOr predicts co-memberships of mates
in Ods (i.e. count how many pairs of elements that are mates inCt(ds) are
also mates according to the centers ofCt(r)).

Formally, the measure computed in step 2 is obtained as follows. Givent, clus-
teringsCt(ds) andCt(r), and objectsoi andoj belonging toOds, let D[i, j] = 1 if
oi andoj are mates according to bothCt(ds) andCt(r), otherwiseD[i, j] = 0. Let
Ct(ds) = {Ct,1(ds), . . . , Ct,t(ds)} , then the prediction strengthPS(t) of Ct(ds)
is defined as:

PS(t) = min
1≤l≤t

1

#pairs ∈ Ct,l(ds)

∑

i,j∈Ct,l(ds),i<j

D[i, j] (1.2)

where the number of pairs inCt,l(ds) is given by its binomial coefficient over
2. In other words,PS(t) is the minimum fraction of pairs, among all clusters in
Ct(ds), that are mates according to both clusterings, hencePS(t) is a worst case
measure. The above outlined procedure terminates at the largest value oft such
thatPS(t) is above a given threshold, settingk equal to sucht.

We now describe the modified version of the stability based technique we ap-
plied to FPF in[Geraciet al., 2007]. Note that this modified procedure depends
only on the ability of the clustering algorithm to create clusters one by one. We
first run the clustering algorithm onOr up tot = µ, storing all the computed cen-
tersc1, . . . , cµ. In a certain sense, the order in which centers are selected by FPF,
is used as a sort of ranking of the points ofOr. In the case of using FPF this step
costsO(µ|Or|) = O(µ2).

We then cluster the input setOds. Suppose at stept we have computed the
clustersCt,1(ds), . . . , Ct,t(ds) and suppose, for eacho ∈ Ods, we keep the index
i(o, t) of its closest center amongc1, . . . , ct. Such index can be updated in constant
time by comparingd(o, ci(o,t−1)) with d(o, ct), i.e., the distance ofo from the “cur-
rent” center and that to the new centerct. Now, for eachCt,l(ds), l ∈ [1, . . . , t] we
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can easily count in timeO(|Ct,l(ds)|) the number of elements that are closest to
the same centercj, j ∈ [1, . . . , t], and finally compute the summations in formula
1.2 in timeO(|Ods|).

After the last iteration, we obtain the clustering ofO by simply associating the
pointsc1, . . . , cµ to their closest centers inCk(ds). The overall cost of the modified
procedure using FPF as clustering algorithm isO(µ2 + k(n − µ) + kµ) = O(kn)
for µ = O(n1/2). Note that, differently from the original technique, we stop this
procedure at the first value oft such thatPS(t) < PS(t − 1) and setk = t − 1.
In [Geraciet al., 2007] we have empirically demonstrated that this choice of the
termination condition gives good results.

1.3 Clustering validation
Since the clustering task has an ambiguous definition, the assessment of the quality
of results is also not well defined. There are two main philosophies for evaluating
the clustering quality:

• internal criterion : is based on the evaluation of how the output clustering
approximates a certain objective function,

• external criterion : is based on the comparison between the output clustering
and a predefined handmade classification of the data calledground truth.

When a ground truth is available, it is usually preferable touse an external
criterion to assess the clustering effectiveness, becauseit deals with real data while
an internal criterion measures how well founded the clustering is according with
such mathematical definition.

1.3.1 Internal measures

There is a wide number of indexes used to measure the overall quality of a cluster-
ing. Some of them (i.e. the mean squared error) are also used as goal functions for
the clustering algorithms.

1.3.1.1 Homogeneity and separation

According with the intuition, the more a cluster contains homogeneous objects the
more it is a good cluster. Nevertheless the more two clustersare well separated the
more they are considered good clusters. Following the intuition, homogeneity and
separation[Shamir and Sharan, 2002] attempt to measure how compact and well
distanciated clusters are among them.

More formally given a set of objectsO = {o1, . . . , on}, we denote withS(oi, oj)
the similarity of the objectsoi andoj according to a given similarity function. We
say thatoi andoj are mates if they belong to the same cluster. We define:
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Homogeneity of a clustering: the average similarity between mates. LetM be
the number of mate pairs:

Have =
1

M
∑

oi,oj mates,i<j

S(oi, oj)

Separation of a clustering: the average similarity between non-mates.As M is
the number of mate pairs, the number of non-mates pairs is given byn(n −
1)/2 −M.

Save =
2

n(n − 1) − 2M
∑

oi,oj non−mates,i<j

S(oi, oj)

Observe that the higher homogeneity is, the better the clustering is. Analo-
gously, the lower separation is, the better the clustering is.

Alternative definition can be given using distances insteadof similarities. In
this case a better solution is given with a higher separationand a lower homogene-
ity.

Finally, homogeneity and separation can be approximated sothat they can be
calculated in linear time with the numbern of objects (instead of quadratic). Given
a clusteringC = {C1, . . . , Ck}, let cr(t) be the center (or centroid) of clusterCt:

Happrox =
1

n

k
∑

t=1

∑

oi∈Ct

S(oi, cr(t)),

Sapprox =
1

∑

t<z |Ct||Cz |
∑

t<z

|Ct||Cz |S(cr(t), cr(z)).

Again, these measures can be expressed in terms of distancesinstead of simi-
larities.

These two measures are inherently conflicting, because typically an improve-
ment on one will correspond to a worsening of the other.

1.3.1.2 Average silhouette

Another measure that is worth calculate for a given clustering is theaverage silhou-
ette[Rousseeuw, 1987]: for each element we compute a quantity, called silhouette,
that gives an indication of how well the element fits into the cluster it is assigned to.
The silhouette is based on homogeneity and separation; in particular we compute
the homogeneity of the element with the elements in its cluster and the separation
of the element with the closest cluster (among the others). In this way we can see if
the element is well placed or if it is better placed in anothercluster. The silhouette
of objectoi that belongs to clusterc ∈ C is given by:
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sil(oi) =
bi − ai

max{ai, bi}
,

whereai is the average distance ofoi to the elements in its cluster, whilebi is
the average distance ofoi to the elements of the closest cluster. In formulas:

ai =
1

|c|
∑

oj∈c

d(oi, oj)

bi = min
c′∈C,c′ 6=c







1

|c′|
∑

oj∈c′

d(oi, oj)







.

(The valuesai andbi can be approximated using the centers (or centroid) of
clusters, in the same way as for homogeneity and separation).

Observe that for each elementoi we have−1 < sil(oi) < 1 and that whenever
oi fits in its cluster, thenbi > ai andsil(oi) > 0, while if oi fits better in another
cluster, then we havebi < ai andsil(oi) < 0.

To measure the quality of the whole clustering we use theaverage silhouette:

sil(C) =
1

n

∑

i∈n

sil(oi).

The higher this value is, the better the clustering is.

1. A singleton{oi} has silhouette equal to one becauseai = 0 andbi > 0 (each
element fits well in a cluster by its own).

2. If there is only one big cluster then for eachoi ∈ n we havesil(oi) = −1,
becausebi = 0 andai > 0 (no element fits well in a cluster with all other
elements).

The silhouette is not only used for assessing the clusteringquality but can be
helpful to guide the clustering task in many ways:

1. Given a cluster, the elements with lower silhouette mightbe excluded from
the cluster to have more homogeneous clusters.

2. Given two clusterings of the same set of objects, done withthe same cluster-
ing algorithm, but with different number of clusters, the one with higher av-
erage silhouette is preferable to the one with lower averagesilhouette. Thus,
it can be used to decidek, the number of clusters in the clustering[Lamrous
and Tailerb, 2006]. Experiments show that silhouette index is not very useful
for this purpose.
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1.3.2 External measures

In the following, we denote withGT (S) = {GT1, . . . , GTk} the ground truth
partition formed by a collection ofclasses; and withC = {c1, . . . , ck} the outcome
of the clustering algorithm that is a collection ofclusters.

1.3.2.1 F-measure

The F-measure was introduced in[Larsen and Aone, 1999] and is based on the
precisionandrecall that are concepts well known in the information retrieval liter-
ature[Kowalski, 1997], [Van Rijsbergen, 1979]. Given a clustercj and a classGTi

we have:

precision(GTi, cj) =
|GTi ∩ cj |

|cj |
recall(GTi, cj) =

|GTi ∩ cj |
|GTi|

,

Note that precision and recall are real numbers in the range[0, 1]. Intuitively
precision measures the probability that an element of the classGTi falls in the
clustercj while recall is the probability that an element of the cluster cj is also an
element of the classGTi. The F-measureF (GTi, cj) of a clustercj and a classGTi

is the harmonic mean of precision and recall:

F (GTi, cj) = 2
precision(iGT,cj)recall(GTi, cj)

precision(GTi, cj) + recall(GTi, cj)

The F-measure of an entire clustering is computed by the following formula:

F =
∑

i

|GTi|
n

max
j

(F (GTi, cj)),

wheren is the sum of the cardinality of all the classes. The value ofF is in the
range[0, 1] and a higher value indicates better quality.

1.3.2.2 Entropy

Entropy is a widely used measure in information theory. In a nutshell we can use
the relative entropy to measure the amount of uncertainty that we have about the
ground truth provided the available information is the computed clustering. Given
a clustercj and a classGTi, we can define

pi,j =
|GTi ∩ cj |
|GTi|

,

Ej =
∑

i

pi,j log pi,j,

E =
∑

j

|cj |
n

Ej ,
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wheren is the number of elements of the whole clustering. The value of E is in the
range[0, log n] and a lower value indicates better quality.

1.3.2.3 Accuracy

While the entropy of a clustering is an average of the entropyof single clusters, a
notion of accuracy is obtained using simply the maximum operator:

Aj = max
i

pi,j

A =
∑

j

|cj |
n

Aj .

The accuracyA is in the range[0, 1] and a higher value indicates better quality.

1.3.2.4 Normalized mutual information

Thenormalized mutual information(see e.g.[Strehl, 2002, page 110]), comes from
information theory and is defined as follows:

NMI(C,GT ) =
2

log |C||GT |
∑

c∈C

∑

c′∈GT

P (c, c′) · log P (c, c′)

P (c) · P (c′)

whereP (c) represents the probability that a randomly selected objectoj be-
longs toc, andP (c, c′) represents the probability that a randomly selected object
oj belongs to bothc andc′. The normalization, achieved by the 2

log |C||GT | factor, is
necessary in order to account for the fact that the cardinalities ofC andGT are in
general different[Cover and Thomas, 1991].

Higher values ofNMI mean better clustering quality.NMI is designed for
hard clustering.

1.3.2.5 Normalized complementary entropy

In order to evaluate soft clustering, thenormalized complementary entropy[Strehl,
2002, page 108] is often used. Here we describe a version of normalized comple-
mentary entropy in which we have changed the normalization factor so as to take
overlapping clusters into account. The entropy of a clustercj ∈ C is

Ej =

|GT |
∑

k=1

−|GTk ∩ cj |
|GTk|

log
|GTk ∩ cj|
|GTk|

The normalized complementary entropy ofcj is

NCE(cj , GT ) = 1 − Ej

log |GT |
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NCE ranges in the interval[0, 1], and a greater value implies better quality of
cj . The complementary normalized entropy ofC is the weighted average of the

contributions of the single clusters inC. Let n′ =
∑|C|

j∈1 |cj | be the sum of the
cardinalities of the clusters ofC. Note that when clusters may overlap it holds that
n′ ≥ n. Thus

NCE(C,GT ) =

|C|
∑

j∈1

|cj |
n′

NCE(cj , GT )
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Chapter

2
Text document clustering

Abstract

Dealing with text documents is one of the foremost issues in information re-
trieval. In this context, clustering plays a strategic role. Large text document cor-
pora have become popular with the growth of the Internet and the decrease of price
of disk storage space and connection band-width.

Dealing with text documents is a hard task. This is due to someintrinsic char-
acteristics of human languages. For example, the same word can have different
meanings according with the context in which it is referred.Moreover the prefix or
suffix of a word can vary in different contexts. All the peculiarities of human lan-
guages motivate the effort of researchers in the field of textinformation retrieval.

In this chapter we survey the most important problems and techniques related
to text information retrieval: document pre-processing and filtering, word sense
disambiguation, vector space modeling, term weighing and distance functions.
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2.1 Introduction
The termInformation retrieval(IR) was firstly introduced by Calvin Mooers at the
end of 40’s. Then information retrieval has become a very broad field of computer
science. It can be intuitively defined as the task of finding interesting and typically
unstructured “objects” for the user information needs in a wide collection.

Conceptually, IR systems can be designed to manage almost everything (texts,
images, videos), but the data type which has concentrated most of the studies is
text. The growth of the Internet has stressed even more the interest in this sense.
A lot of efforts have been spent to design general models for text information re-
trieval. Of course, the question about how similar are two documents has still not
found a univocally accepted answer. There are many reasons that make it difficult
deal with texts. First of all, the same concept can be expressed in many different
ways by different writers. Moreover, the use of synonyms candrastically reduce
the number of words shared by two related documents. On the contrary, the same
word can assume very different meanings according with the context in which it is
used. Nevertheless texts have the intrinsic characteristic that a not negligible part
of words are due to grammar rules and do not provide additional information.

Despite text documents do not have a clear structure in general, this can not
be considered always true. In fact, text documents are usually divided in sections,
begin with a title and, in many standard document file formats, their structure is
precisely marked using tags (HTML, XML and RTF just to give some examples).
Another example is constituted by semi-structured texts that are documents with a
poor structure (i.e. web snippets).

In this chapter we survey the major techniques designed to manage text docu-
ments and some considerations for applying clustering algorithms to these data.

2.2 Text representation
A text document is, in its most simplistic representation, asequence of words.
With the purpose of indexing it or computing its similarity with other documents
(or equivalently with a text query), it must be preprocessedto remove the noise
due to “syntactic sugar” and make it more treatable by computers. Preprocessing
typically consists of many steps:

• Text normalization: in a document the same word can appear in different
forms. For example the beginning of a sentence begins with capital letter.
Naturally, these little variations do not affect the semantics of the term. To
make it easier for IR systems to manege texts, terms must be normalized
by converting them to lower case, remove dashes in multi-words terms, etc.
Numbers, dates and punctuation are removed from texts. In thebag of words
model, where the context of the words is not used, terms are often sorted
lexicographically.
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• Stemming: one of the major differences between human languages and pro-
gramming languages is that, in the first case, words have a fixed root and a
suffix (often also a prefix) that can vary depending on the context, while, in
the last case, keywords are invariable. However, the large part of the words
semantics is contained in their root, thus terms with the same root should be
considered as the same term. The goal of stemming algorithmsis to reduce
a word to its root. To complicate this task there is the fact that the rules for
extracting the root of a word depend from two aspects: the type of word (i.
e. verbs, conjugations) and the language (i. e. English, Italian). Moreover
human languages admit a lot of exceptions (i. e. the plural form of the word
child is children instead of childs as suggested by the standard rule). Mar-
tin Porter[Porter, 1980] in 1979 introduced a rule based algorithm that has
become the most famous stemmer algorithm for English still in use. Simi-
lar word stemmer algorithms are now available in almost all languages. The
major perplexity in using stemming is that it can cause misunderstanding
and change the meaning of the words. For example a too aggressive stem-
ming can reduce the word “organization” to “organ” or “policy” to “police”.
On the other hand, also a mild stemming can modify the original sense of a
word.

• Stop words removal: to the contrary of computer languages, human lan-
guages are rich of words. Most of them have not a meaning by themselves
but are used as grammar bricks to build complex sentences (for example ar-
ticles or prepositions). All these words can be safely removed from the text
without any loss of information. There are also words which have a very
general meaning or are too popular to be really helpful in theunderstanding
of the semantics of a text or its topic (i. e. above or below). Their removal
cause only a marginal loss of information, but has the benefitof reducing
the size of the representation of the text (in sections 2.2.1we will explain
the reasons that make this reduction a desirable property).The set of all the
terms, removable with a negligible semantics loss, is called stop words list.

• Vocabulary building : the growth of the computational power, memory size
and bandwidth was followed by an increase of the available textual informa-
tion. Low hardware costs had the effect that, even small enterprises want to
be able to process their internal knowledge base. Vocabularies do not change
the models for storing and querying texts, they are only usedto produce a
more compact representation of texts with the goal of maintain much more
documents in main memory. To each distinct term of the corpusan univocal
identifier is assigned and it is stored in a tableV called vocabulary. Thus,
each document can be represented in a more compact form as a list of term
identifiers with a consequent reduction of the required storage.

Before to discuss a model for dealing with texts, it is important to understand
how words are distributed in documents and what are the implications of this dis-
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tribution. Words in a corpus are not evenly distributed. A quite small set of words
appear very frequently. Some of them like articles and prepositions are connected
to grammar and can be removed as stop words, some others are instead topic de-
pendent. A medium size set of words appear with intermediatefrequency and a
broad set of words appear rarely. This last set is made wider for example by words
containing typos or by very specific words. This distribution, known aspower law,
was observed in all the human languages and is widely accepted as an intrinsic
human characteristic. Clearly, words that appear with highfrequency are useless
because they do not exploit differences among documents (their presence in two
documents does not means that those document are similar). Also rare words can
be useless (the reason will be more clear in section 2.2.1).

2.2.1 The vector space model

With the termmodelin information retrieval we refer to a representation for docu-
ments and queries equipped with a notion of distance/similarity among them. The
vector space modelis a well known model, widely accepted and used, for organiz-
ing texts. After preprocessing, described in the previous section, a text document
is reduced to a flat list of terms. Moreover, after preprocessing a vocabulary of all
the terms in the document becomes available. Thus a documentcan be stored in a
vector that has as many components as vocabulary words. Eachcomponent of the
vector represents a score for the corresponding word (depending from the chosen
weighting schema) or it is0 if the word is not present in the document. All the
documents of the corpus can be arranged in a matrix calleddocument matrixsuch
that rows correspond to documents and columns refer to terms.

Let D = {d1, . . . , dn} be a corpus ofn documents such thatV is the vocabu-
lary of all the words inD. ThusD can be arranged in a matrixM such thatmi,j

corresponds to the termvi ∈ V in documentdj ∈ D. There are many possible
different weighting schemes proposed in the literature. The most advanced IR sys-
tems weight terms according to their importance and characteristics (i.e. frequency
in the document and in the corpus). The most used weighting schemas are:

• Boolean (binary) model: if vi is present indj , thenmi,j = 1 otherwise
mi,j = 0.

• Term frequency (TF): let tfi,j be the number of occurrences of termvi in
documentdj . In the term frequency model we havemi,j = tfi,j. It could
be more convenient to normalize the weights to be independent from the
document length. LetWCj =

∑|V |
i=1 tfi,j be the total number of words in

dj , then:

mi,j =
tfi,j

WCj

According to this normalization,mi,j is in the range[0, 1] and can be inter-
preted as the probability that wordvi appears in documentdj .
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• Term frequency - Inverse document frequency (TF-IDF): let wi the num-
ber of documents in whichvi appears. We defineidfi = log n/wi. According
to the TF-IDF schemami,j = idfi ∗ tfi,j. To normalize the TF-IDF score in
the range[0, 1] the following formula is often preferred:

mi,j =
tfi,j ∗ idfi

√

∑|V |
k=1(tf

2
k,j ∗ idf2

i

.

This scheme assigns high score to those words that appear frequently in a
document, but are rare in the corpus. Instead, words that appear in a large
portion of the document corpus are not too helpful to exploitdifferences
among documents and thus are considered not important.

The vector space model has two main drawbacks. Since documents are vectors
with |V | components, even in the case of small corpora the dimensionality of the
resulting vector space is usually high. Moreover, documents are very sparse vec-
tors. A side effect of these two phenomena is that distances among documents tend
to become high. In addition, the distance between a pair of similar documents is
not so far from the distance between two unrelated ones. The standard technique to
reduce vector space dimensionality and make document vectors more dense is the
feature selection that will be discussed later in this section.

Another important issue is that the bag of words model does not considerate
the context of words. Context is clearly important to extract the sense of a term
because the same word could change its meaning in different contexts. This fact
became more evident for multi word terms. For example phrasal verbs in English
or people names. The problem of assigning the correct meaning to a word, called
word sense disambiguation, is well studied and many techniques have been pro-
posed in the literature, but they are typically more complexor computationally
expensive or their performance depends from a knowledge base and thus are topic
dependent. Moreover, none of them has at the moment exploited sufficiently higher
performances with respect to the bag of words model to be considered as a valuable
alternative.

2.2.1.1 Metric spaces and distance

A natural way to see documents (and queries) in the previously described model
is thinking to them as vectors (or points) in a high dimensional Euclidean space.
When a normalized weighting schema is applied, documents lay in the positive
part of the surface of a iper-sphere of radius1.

The most natural way to compute distances among documents isusing the clas-
sical Euclidean distance. This distance is a special case oftheMinkowski distance
in which the parameterp is set to2. Given two documentsd1 andd2 and the related
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rows of the matrixM , The Minkowski distance is defined as

Lp(d1, d2) = (

|V |
∑

i=1

|mi,1 − mi,2|p)1/p

.
Given two vectors the measure of the angle formed by them can be used as

distance between the two represented documents. If the two documents contain
exactly the same words, they give raise to the same vector andthus their angle is
0. In case the two documents do not have words in common they produce two or-
thogonal vectors and thus their distance is maximum. Based on this idea thecosine
similarity is defined as the cosine of the angle formed by two vector documents.
More formally letd1, d2 be two documents:

s(d1, d2) =
d1 · d2

‖d1‖ · ‖d2‖

Note that denominator is used only to normalize the cosine similarity to be in the
range[0, 1] independently from the length of the involved vectors. Thismeasure is
a similarity score. Similarity is the dual concept with respect to distance. The more
two objects are similar (similarity value is high) the more their distance tends to0
and vice versa. Cosine similarity and all algorithms designed to employ similarity
measures can be converted to use distances and vice versa. Asnoted in[Clarkson,
2006] the inner product of two vectorsd1 andd2 of length1 (in norm 2), that is
the standard cosine similarity of two normalized vectors, is turned into a distance
by D(d1, d2) = 1 − s(d1, d2). This distance function is not a metric in a strict
sense since the triangular inequality does not hold, however the following deriva-
tion ‖d1 − d2‖2

2 = d1 · d1 + d2 · d2 − 2d1 · d2 = 2(1 − d1 · d2) = 2D(d1, d2)
shows that the square root of the distance is indeed a metric.Equivalently one can
say that it satisfies the extended triangular inequalityD(d1, d2)

α + D(d2, d3)
α ≥

D(d1, d3)
α with parameterα = 1/2. Moreover a linear combination of distance

functions with positive weights defined on the same space is still a metric space
D(d1, d2) =

∑

i wiDi(d1, d2) for wi ≥ 0. Thus cosine similarity although not
giving rise to a metric in a strict sense is nonetheless closely related to a metric
space.

Another commonly used coefficient to measure distance between pairs of doc-
uments is theJaccard coefficient. In its original form this measure does not take
into account weights and reduces a weighted scheme to a binary one. Letd1 ∩ d2

be the set of terms thatd1 andd2 have in common andd1 ∪ d2 the set of terms
present in at least one of the two documents. The Jaccard coefficient is defined as:

J(d1, d2) =
#(d1 ∩ d2)

#(d1 ∪ d2)

Many variants of Jaccard coefficient were proposed in the literature. The most
interesting is theGeneralized Jaccard Coefficientthat takes into account also the
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weight of each term. It is defined as

GJC(d1, d2) =

∑|V |
i=1 min(mi,1,mi,2)

∑|V |
i=1 max(mi,1,mi,2)

GJC is proven to be a metric[Charikar, 2002].

2.2.1.2 Word sense disambiguation

All these distance measures have the drawback that, in different ways, the more
documents share terms, the more they are considered related. This is not always
true for many reasons. Firstly, the same word can have different meanings in dif-
ferent contexts (lexical ambiguity), thus having a word in common does not neces-
sarily imply similarity. Secondly, all human languages allow the use of synonyms
to express the same concept with different words, thereforetwo documents can
deal with the same topic sharing only few words. Moreover similar concepts can
involve the use of complex semantic relationships among thewords. For exam-
ple, after removing stop words, the two sentences: “the apple is on the table” and
“there is an orange on my desktop” have no words in common, butboth say some-
thing about a “fruit on a board”, thus they are not completelyunrelated. The above
example shows two important notions of similarity:

• paradigmatic, or substitutional, similarity when two words may be mutu-
ally replaced in a particular context without change the semantics of the text
(i. e. the words table and desktop in the previous example),

• syntagmatic similarity when two words significantly co-occur in the same
context. (i. e apple, orange and fruit in the previous example).

To take into account these similarities among words many techniques have
been proposed. The most common approaches are based on the attempt to generate
(manually or automatically) an ontology of words. The advantage of ontologies is
that they can be used to define a degree of similarity between couples of words,
and thus to find relationships among them. In the previous example both the words
“orange” and “apple” have as ancestor the term “fruit” and thus they are related.
A lot of effort was done to design indexes to measure the degree of similarity
between two words in the ontology graph. Many of them take into account the
length of the path between two words. In[Agirre and Rigau, 1996] Agirre and
Rigau propose theconceptual densitythat also takes into account the depth of the
nodes in the hierarchy (deeper are closer) and the density ofnodes in the sub-
hierarchies involved (denser subhierarchies are closer)

The most important project for ontologies of words isWordNet[Miller, 1990].
Originally proposed by the Cognitive Science Laboratory atPrinceton University
only for the English language, WordNet has become a reference for all the infor-
mation retrieval community and similar projects are now available in many other
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languages. WordNet is a handmade semantic lexicon that groups words into sets of
synonyms calledsynsets. Intuitively one can replace a word in a text with another
from the same synset without changing its semantics. A word can appear in more
than one synset if it has more than one meaning. Moreover synsets are arranged
as nodes in a graph such that there is an edge to connect two nodes if there is a
relation between the two synsets. There are different typesof possible relations, an
exhaustive list of them can be found in the WordNet web site[Miller et al., 2006].
Given two synsets X and Y, the most common types of relations in WordNet are:
hypernymif every X is a “kind of” Y, hyponymif Y is a “kind of” X, holonymif X
is a part of Y andmeronymif Y is a part of X. Thus, in our example WordNet has a
link between orange and fruit and also between apple and fruit hence it is possible
to infer a relation between orange and apple.

Clustering is often used also for grouping words into semantically homoge-
neous sets. This technique is known asword clustering [Dhillon et al., 2002;
Li and Abe, 1998]. In this case the set of objects to be clustered are not documents
like in the previous case, but only words. Thus, the main issues in this context
are the features associated to each word and the definition ofthe distance among
words. In fact the distance should be designed in a manner to take into account all
the considerations we made before. There are two main philosophies available in
the literature. One is to define a distance over an ontology like [Agirre and Rigau,
1996] and thus the issue of how to create the ontology still remainsopen. Another
opportunity is to use adistributionally-based semantic similarityapproach. In this
last case the key idea is that the semantic content of a word can be predicted study-
ing how the word occurs with other words in a corpus. Two wordsare considered
semantically related if they co-occur in a certain number ofdocuments. In[Brown
et al., 1991], a vector containing all the immediately succeeding words in the doc-
ument, is assigned to each term. For each of these words it is reported the number
of times they occur after the considered term in the whole corpus. Then a notion
of distance between two terms is defined as the average mutualinformation among
all the pairs of words in the context of the two terms.

The other problem we addressed in this section is that the same word can dras-
tically change its meaning in different contexts, thus it should be disambiguated
to avoid misapprehensions. There are two main approaches tosolve this problem.
In theory, one should attempt exploit a sort ofworld knowledgethat makes it pos-
sible to determine in which sense a word is used. Moreover, this method must be
endowed with an inference mechanism that would make use of the base of knowl-
edge to infer the intended sense of words. Clearly, this approach is not suitable in
practice because a computer readable general purpose knowledge base for this task
does not exist. Some effort was spent to design knowledge-bases and inference sys-
tems, but they are usually very limited since they are essentially handmade. What
disambiguation systems do in practice is not to try to understand the meaning of
text at all, but simply trying to guess the correct meaning ofa word looking at the
context in which it appears. The key idea of this approach is that, after observ-
ing several contexts in which a word is used, it can be possible to disambiguate a
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word only considering its own context. Many different methods were proposed in
the literature; a good survey of the most important ones and related problems can
be found in[Ide and Veronis, 1998], [Sanderson, 2000], [Stokoeet al., 2003] and
[Linden, 2005]. Here we limit to mention two of the most important results.

Despite the fact that many important ideas and algorithms for word sense dis-
ambiguation have been proposed in the literature since the 50’s, the first working
disambiguator was written by Lesk[Lesk, 1986] in 1986. It was the first software
that, for its characteristics, could be used for large text corpora. It was based on the
use of an on-line dictionary. In order to disambiguate a termin a certain context,
all its possible definitions were looked up in the dictionary. Then all the definitions
were treated as a document corpus. The context of the term to disambiguate was,
instead used as a query. Thus the problem of word sense disambiguation reduced to
a ranking problem (or alternatively to a similarity searching problem). Dictionary
clues are too small pieces of text and this negatively affects the disambiguator pre-
cision. Since large text corpora became available to researcher, they were employed
to overcome this problem.

In [Gale et al., 2004], a hybrid approach that uses both a dictionary and a
document corpus is proposed. The only requirement is that each document in the
corpus must be available in at least two different languages. To this purpose they
use for example the Canadian Hansards which are available inEnglish and French.
The dictionary is used to translate a tern from a language to the other. Note that an
ambiguous word has typically at least one different translation for each meaning.
For example the wordduty is often translated asdroit when used with the sense of
tax and asdevoirwhen mean obligation. In this way it is possible to automatically
extract a certain number of instances for each meaning of theword. Moreover, all
the meanings of a word can be ranked by collecting statisticsof their frequencies
in the corpus. These data are then arranged in a training set and a test set. Thus,
statistical models can be used for word sense disambiguation.

2.2.1.3 Feature selection

Documents in the vector space model are represented by very large and sparse vec-
tors. Using the standard TF-IDF weighting scheme one can seethem as points in
the surface of the positive region of a iper-sphere. As explained before, the high
dimensionality of documents in this representation has theside effect that the dis-
tances among documents become high and distances between pairs of similar doc-
uments tend to be close to the distance between pairs of unrelated ones. This is
due to the summation of the contributes in the distance computation given by unin-
formative words. The goal of feature selection is to remove (or at least drastically
reduce) the dimensionality of the vectors by removing the not informative words.
There are two main strategies for feature selection: one dependent from the content
of the corpus, the other independent. Stemming and stop wordremoval go in the
latter direction. Despite the fact that these strategies achieve a good filtering, they
are unable to remove those words that are uninformative in a particular context.
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For this reason a lot of effort was spent to design algorithmsthat are able to take
into account also the corpus content. Some of these methods like Latent Semantic
Indexing (LSI) [Deerwesteret al., 1990] and Random Projection[Bingham and
Mannila, 2001] employ structural properties of the document corpus. Othermeth-
ods use information theoretic indexes to measure the informativeness of a word
and filter those terms out of a certain range.

information theoretic indexes for feature selection Different indexes were pro-
posed in the literature to measure the informative strengthof a word, the great
majority of them are suitable only for classification. The key idea in this case is to
measure the degree of informativeness of the word for each class and then discard
those terms with a poor informative power for all classes. Few indexes are suitable
for unsupervised learning, in essence they are based on the document frequency.
The most common of these measures used for feature selectionare:

• Document Frequency (DF): is the number of distinct documents in which a
certain word appears in. This number is often normalized to be in the range
[0, 1] by dividing it by the total number of documents in the corpus.Accord-
ing to section 2.2, words that appear with high frequency areuseless because
they do not exploit differences among documents, rare wordsare also use-
less because their contribution in the distance computations is negligible.
Thus words with document frequency above or below certain thresholds can
be discarded.

• Term Strength: was originally proposed in[Wilbur and Sirotkin, 1992] for
vocabulary reduction in text retrieval. As the document frequency, this index
is not task-dependent, thus can be applied also to clustering. Moreover some
variants were proposed in the literature specific for the text categorization
problem[Yang and Wilbur, 1996]. We describe here its original definition.
Term strength collects statistics about the presence of a word in pairs of
related documents in a training set, then it uses these statistics to assign a
score to the word. A pair of documents is considered to be related if their
distance (usually the cosine distance) is under a certain threshold. Letd1 and
d2 be two related documents andw a word, term strength is defined as:

TS(w, d1, d2) = P (w ∈ d1|w ∈ d2)

In other words, given two related documents, term strength is the condi-
tional probability that a word occurs in a document given that it occurs in the
other. Let(di, dj) be a pair of related documents in the training set, the term
strength is:

TS(w) =
#(di, dj) : w ∈ di ∧ w ∈ dj

#(di, dj) : w ∈ di ∨ w ∈ dj
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• Gain: let n the number of documents in the corpus anddfw the number
of documents in which the wordw appears in, theGain [Papineni, 2001]
function is defined as:

Gain(w) =
dfw

n
∗

(

dfw

n
− 1 − log

dfw

n

)

In this case the gain function assigns a low score both to rareand to common
words. On the contrary of DF which requires a range of admissible values,
in this case all the words with gain under a certain thresholdare discarded.
An important difference between Gain and DF is that in the former case the
connection between rare and common filtered words is explicit. Figure 2.1
shows the Gain function.
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Figure 2.1. The gain function.

• Information Gain : is only suitable in the context of classification. The infor-
mation gain function[Cover and Thomas, 1991; Yang and Pedersen, 1997]
measures the contribution in terms of informativeness thatthe presence or
absence of a word gives to a certain class. Letd be a document taken uni-
formly at random in the set of documentsD. P (vi) is the probability thatd
contains termvi, P (cj) is the probability thatd is in categorycj . The com-
plementary events are denotedP (v̄i) = 1 − P (vi) andP (c̄j) = 1 − P (cj).
P (vi, cj) is the probability thatd is in categorycj and contains termvi,
P (v̄i, c̄j) is the probabilityd does not containvi and is not in category
cj . P (vi, c̄j) is the probability thatd containsvi but is not in categorycj

P (v̄i, cj) is the probability thatd does not containvi and is in categorycj .
Clearly being these mutually disjoint events it holds:P (vi, cj)+P (v̄i, c̄j)+
P (vi, c̄j) + P (v̄i, cj) = 1. The information gain is the contribution of the
four terms:

IG(vi, cj) =
∑

v∈{vi,v̄i}

∑

c∈{cj ,c̄j}

P (v, c) log
P (v, c)

P (v)P (c)
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Note that information gain assigns a score tovi only for a category. In order
to have a global score for the termvi different choices are possible. The most
common is:

IGmax(vi, cj) = max
cj∈C

IG(vi, cj)

In this case the key idea is that, ifvi is highly informative for at least one
class, its presence helps to classify documents of that class.

• Gain Ratio: attempts to overcome some drawbacks of information gain. In
fact the value of the information gain formula does not only depends onwi

andcj , but also from the entropy of the class. Thus normalizing this factor
we obtain the gain ratio formula:

GR(vi, cj) =
IG(vi, cj)

−∑

c∈{cj ,c̄j}
P (c) log P (c)

• Mutual Information : is a measure of the degree of dependence between a
documentd and a classc. Like in the case of information gain, this index is
only suitable in the context of classification. More formally mutual informa-
tion is defined as:

MI(w, c) = log P (w|c) − log P (w)

wherew is a word andc is a class. The main drawback of mutual information
is that it is highly influenced by the termP (w). Thus for an equal value of the
conditional probability rare terms are highlighted. Similarly to information
gain a global score for a termw can be computed by one of the following
formulas:

MIavrg(w, c) =

m
∑

i=1

P (ci)MI(w, ci)

MImax(w, c) =
m

max
i=1

MI(w, ci)

A comparison of many of the above described measures can be find in [Yang
and Pedersen, 1997].

Random projection One of the most simple and effective method to reduce the
dimensionality of the vector space is therandom projection[Kaski, 1998; Lin and
Gunopulos, 2003]. The idea behind random projection is to reduce the dimension-
ality of the document matrix by multiplying it for a random projection matrix.
More precisely: letM be the document matrix withn documents andm features.
Suppose we want to reduce the vector space to bek-dimensional, withk < m.
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Let R a matrix formed bym randomk-dimensional vectors. We can project the
original document vectors onto a lower dimensional space by:

A[k×n] = R[k×m] · M[m×n]

Random projection is motivated by the Johnson-Lindenstrauss lemma[W.Johnson
and j. Lindenstrauss, 1984]:

Theorem 1. Letn an integer and0 < ǫ < 1 andk such that

k ≥ 4

(

ǫ2

2
− ǫ3

3

)−k

ln n

Then for any setM of n points inR
m there exist a mapf : R

m → R
k such that

∀u,w ∈ M (1 − ǫ)‖u − w‖ ≤ ‖f(u) − f(w)‖ ≤ (1 + ǫ)‖u − w‖

In simple words, according with the above lemma a set of points in a high-
dimensional Euclidean space can be mapped in a lower-dimensional space such
that distances between pairs of points are approximately preserved.

One of the mayor issues in the random projection method is thechoice of the
vectors ofR. In theory, if the random vectors are orthogonal the distances between
the original points are exactly preserved, thus an orthogonal matrix is desired. In
practice, orthogonalization is a very costly operation, thus a reasonable approxima-
tion is used. In the literature many methods were proposed toinitialize the elements
of R, in the most common case they are Gaussian distributed. In[Achlioptas, 2003]
two simple possible alternative initializations were proposed to reduce the compu-
tational time needed for the calculation forR × M :

• ri,j = 1 with probability1/2 otherwiseri,j = −1

• ri,j =
√

3 ·







−1 with prob.1/6
0 with prob.2/3
1 with prob.1/6

Latent semantic indexing The main idea behindlatent semantic indexing(LSI) is
to project documents into a low-dimensional space with “latent” semantic dimen-
sions. Even in the case in which two documents do not share terms in the original
vector space they can still have a high similarity score in the target space as long
as they share “semantically” similar words. Latent semantic indexing is based on
theSingular Value Decomposition(SVD) applied to the document matrixM .

Latent semantic indexing takes the document matrixM and represents it as a
matrixM̂ in ak dimensional space (k << m) such that it minimizes the following:

∆ = ‖M − M̂‖2 (2.1)
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Let M be the document matrix withn documents andm features. Using SVD,
latent semantic indexing decomposesM into three matrices such that:

M[m×n] = T[m×r]Σ[r×r](D[n×r])
T

whereT andD are orthogonal matrices that contain respectively the leftand
the right singular vectors ofM and represent the terms and documents in the target
space.Σ is a diagonal matrix that contains the singular the values ofM andr is
the rank ofM . If values onΣ are sorted in decreasing order, SVD can be seen as a
method to rotate the axes of the target space such that to thei-th axis is associated
to the direction with thei-th largest variation. Thus singular values inΣ can be
used to rank the “importance” of each dimension in the targetspace. As a direct
consequence latent semantic indexing attempts to reduce the dimensionality in a
way such that the dimensions of the target space correspond to the axes of greatest
variation.

By restricting the matricesT , Σ andD to their firstk < r columns we obtain:

M̂[m×k] = T[m×k]Σ[k×k](D[n×k])
T

which is the best approximation for equation 2.1. At this point, to move from
them-dimensional space of words to thek-dimensional space of concepts, docu-
ments can be represented as the rows of the following matrix:

Z[k×n] = Σ[k×k](D[n×k])
T

Despite the high computational cost, latent semantic indexing is one of the
most powerful techniques for dimensionality reduction. The choice of the value
of k is arbitrary and it is still one of the mayor issues for LSI. A too aggressive
dimensionality reduction can negatively affect the quality of results while a too
mild reduction can leave noise in the vector space. Typical choices fork are in the
range of 100 - 150 features.
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